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Nothing reflects the society better than literature. So also, the

Freedom struggle for the present generation is better explained through

literature. The present work is planned and aims at throwing light on

various writings having the influence of Freedom struggle in any part

of its literary creation, there by highlighting the essential spirit of

Nationalist Movement, so that the present generation, will understand

the roots of democratic India. As we celebrate 75 years of

Independence – Azadi ka Amrith Mahotsav, it would behoove us to

remember the role of pre-Independence literature in our freedom

struggle.

The uniqueness of the book is that it has invited analysis/review

on writing in other Indian languages which have Freedom struggle as

an integrated part in its theme or characters. Those works speaking of

the unsung heroes of our greatest struggle are very much entertained.

It is an attempt to recall and remember forgotten heroes of our freedom

struggle, many of whom might be renowned yet unknown to the new

generation. The aim of recreating and bringing forth stories, which lay

as faded memories of the past, shall serve as a medium of inspiration

and encouragement for the coming generations. It encompasses all

spheres of life, most of all by enriching our hearts and souls. The spirit

of India is incomplete whilst we take our unsung heroes along this

journey of growth and development. Their ethos and principles ought

to be recalled and respected as done in the compilation of the book

consists of papers presented by the participants of the seminar

conducted as a part of the celebration of of Azadi ka Amrithmahotsav

– They Mirrored the Struggle.

Foreword
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Abstract

Literature played a significant role in the struggle for India’s

freedom. Beginning with the 19th century, when nationalist ideas began

to emerge and literature in different Indian languages entered its modem

phase, more and more writers began to employ literature for patriotic

purpose. Most of them, in fact, believed that because they belonged

to an enslaved country, it was their duty to create Literature of a kind

that would contribute to the all-round regeneration of their society

and pave the way for national liberation. Even when freedom from the

British rule had not yet emerged as a programme of any major political

organisation or movement, and the Indian National Congress was

concerned only with constitutional agitation, the realisation of subjection

and the need for freedom had begun to be clearly expressed in literature.

With the passage of time, as the freedom movement began to attract

larger sections of the people, and the demand for freedom became

more insistent, literature strengthened the growing idealism of the

people. But it also did something more. Besides inspiring people to

CHAPTER-09

INDIAN ENGLISH LITERATURE WITH FREEDOM

STRUGGLE

S.Kiranmayi

Lecturer In Electronics
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make all kinds of sacrifices for the cause of the country’s liberation,

literature also brought out the weaknesses of the nationalist movement

and its leaders.The ideology, thought and writings of great men of

letters shaped the great freedom movement of India. During the days

of freedom struggle several men of letters produced creative works

which inspired nationalism and patriotism among people.

The paper aims to examine the vision of Tagore, Mahatma Gandhi,

Mulk Raj Anand, Sarojini Naidu and Jawaharlal Nehru and anti

colonialism in Indian English writings before and after Independence.

Tagore

The powerful patriotic spirit of Tagore’s literary works brought

him in the mainstream of the freedom struggle and earned him national

wisdom. He not only gave importance on political freedom but also

spiritual freedom. Tagore in his poem, “where the mind is without

fear” writes:- Where the mind is led by thee into ever-widening Thought

and action into that heaven of freedom My father, let my country awake.

His works generated a spirit of liberating India from colonialism. He

was on a poetic mission to save India from slavery. His works ignited

passion and united people to dedicate them to the national struggle.

He opposed the partition of Bengal along communal lines and hated

the idea of division of his beloved state. He advocated for Swadeshi,

composed soul – stirring songs, addressed meetings and led protest

marches.

Tagore suggested the people of country to get freedom on

humanitarian grounds. “It is my conviction that my countrymen will

truly gain their India by fighting against the education which teaches

them that a country is greater than the ideals of humanity”. He opposed

the ideas of nationalism initiated from West. Tagore gifted to India her

national anthem. The song generated a sense of national unity during

the days of freedom struggle which made India stronger than before.

He was a seer and national builder and his contribution of his songs to

the national freedom was immense.
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Mahatma Gandhi

Great men die physically, but continue to live in the memories of

people by their actions and work. Mahatma Gandhi was one of such

men among others.Mahatma Gandhi is such a socio-political figure

who is barely impossible for someone to forget or ignore. He influenced

every aspect of human consciousness and became a source of writing

in different fields like history, politics, philosophy, literature, sociology

and so on. Indian English Literature echoes ‘Gandhian Consciousness’

both in pre-independence and post-independence period. Mahatma

Gandhi and his ideology dominated literature of twentieth century and

continued to have its presence even on today’s literature. Kai Nicholson

observes in his book A Presentation of Social Problems in the Indo-

Anglican & the Anglo-Indian Novel, “A character who has loomed

large in Indo-Anglican fiction during and after his life time is Mahatma

Gandhi.” (Kai, 239). Gandhi’s philosophy and life became an example

and an ideal for most great people of the world to lead a comfortable

life.

Many great people like Nelson Mandela, Dalai Lama have

confessed about the influence of Gandhian ideology and philosophy

on them and their work. His influence was all pervasive and

inescapable. Gandhian ideals like ‘Ahimsa’ (non-violence),

‘Satyagraha’ (insistence of truth) and non-violent ways of struggle like

boycott of English things and lifestyle have had a tremendous impact

on the political movements of the world. Even the life of Mahatma

Gandhi was quite impressive his saint-like austerity, limited needs that

have instilled a new sense of pride and purpose for Indians and

foreigners.

Jawaharlal Nehru

Jawaharlal Nehru was an important leader of Indian Independence

Movement and Indian National Congress. He became the first Prime

Minister when India won its independence on August 15, 1947.He

served as the country’s prime minister for 16 years. Nehru promoted

parliamentary democracy, secularism, and science and technology
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during the 1950s, powerfully influencing India’s arc as a modern nation

and also two important works of Jawaharlal Nehru are ‘Discovery of

India’ and ‘The Glimpses of World History’. “The Discovery of India”

contains the historical facts are mentioned chronologically which gives

a beautiful perspective on India – the past and the pre-independence

era.“The Glimpses of World History” contains important aspects of

the history of humankind from Ancient Greece.During the 1920s and

1930s Nehru was repeatedly imprisoned by the British for civil

disobedience. In 1928, he was elected president of the Congress. By

the end of World War Two, Nehru was recognised as Gandhi’s

successor. He played a central role in the negotiations over Indian

independence.

Nehru advocated state-sponsored industrialisation, increasing the

“wealth-producing capacity” and using atomic energy for civilian use.

But he realised that for industrialisation to be viable it needed a

supportive agrarian economy and a small-scale industrial base.

Mulk Raj Anand

Mulk Raj Anand, (born December 12, 1905, Peshawar, India

[now in Pakistan] died September 28, 2004, Pune), prominent Indian

author of novels, short stories, and critical essays in English, who is

known for his realistic and sympathetic portrayal of the poor in India.

Mulk Raj Anand came into the field of literary writing after facing

a family tragedy related to the rigidity of India’s caste system. In his

debut written essay, he responded to an aunt’s suicide after her family

had excommunicated her for having a meal with a Muslim woman.He

started his writing career in England by writing some short reviews

in S. Eliot’s magazine, ‘Criterion’.During the 1930s and 40s, he actively

took part in politics and gave many speeches at the meeting of the

Indian League.

In 1935, his first novel ’Untouchable’ was published which

expose the dark side of India’s untouchable caste system. The novel

is beautifully written by using Hindi and Punjabi idioms in English. This
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experiment captured the vernacular inventiveness and gave Mr. Anand,

the reputation of India’s Charles Dickens.

In the same year, he founded the Progressive Writers’

Association along with other two writers Sajjad Zaheer and Ahmed

Ali.In 1937, Anand Ji joined the International Brigade in the Spanish

Civil War. During this period, he wrote numerous essays and articles

onvarious political issues.From 1939 to 1942, he began lecturing in

literature and philosophy at London County Council Adult Education

Schools and the Workers’ Educational Association.

During the 1930s and 40s, he gave his time to the politics of

London and India. He was an active member of the Indian National

Congress as well as the British Labor Party.During World War ll,

Mulk Raj Ji worked as a scriptwriter and broadcaster also in the film

division of BBC London.In 1946, he launched the magazine about

fine arts named ’Marg’ which was mainly funded by JRD Tata and

later got financial support from Tata Group.In 1947, Anand Ji came

back to India.From 1948 to 1966, he spent his time teaching at various

universities. In the 1960s, he served as a professor of Literature and

Fine Arts at the University of Punjab.

From 1965 to 1970, Mr. Anand served as the fine art chairman

at Lalit Kala Akademi.

In 1970, he also became the president of Lokayata Trust after

which he created a community and cultural center in Hauz Khas village,

Delhi.In the same year, he joined the International Progress

Organization (IPO) working on the issues related to cultural self-

awareness among countries.

Sarojini Naidu

Sarojini Naidu  was an Indian political activist and poet. A

proponent of civil rights, women’s emancipation, and anti-

imperialistic ideas, she was an important person in India’s struggle for

independence from colonial rule. Naidu’s work as a poet earned her

the sobriquet ‘the Nightingale of India’, or ‘Bharat Kokila’ by Mahatma
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Gandhi because of colour, imagery and lyrical quality of her poetry.After

some experience in the suffragist campaign in England, she was drawn

to India’s Congress movement and to Mahatma Gandhi’s Nonco-

operation Movement. In 1924 she travelled in eastern Africa and South

Africa in the interest of Indians there and the following year became

the first Indian woman president of the National Congress—having

been preceded eight years earlier by the English feminist Annie Besant.

She toured North America, lecturing on the Congress movement, in

1928–29. Back in India her anti-British activity brought her a number

of prison sentences (1930, 1932, and 1942–43). She accompanied

Gandhi to London for the inconclusive second session of the Round

Table Conference for Indian–British cooperation (1931). Upon the

outbreak of World War II she supported the Congress Party’s policies,

first of aloofness, then of avowed hindrance to the Allied cause. In

1947 she became governor of the United Provinces (now Uttar

Pradesh), a post she retained until her death.

Sarojini Naidu also led an active literary life and attracted notable

Indian intellectuals to her famous salon in Bombay (now Mumbai).

Her first volume of poetry, The Golden Threshold (1905), was

followed by The Bird of Time (1912), and in 1914 she was elected a

fellow of the Royal Society of Literature. Her collected poems, all of

which she wrote in English, have been published under the titles The

Sceptred Flute (1928) and The Feather of the Dawn (1961).
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Patriotism is defined as love of one’s country, recognition with it,

and singular apprehension for its welfare and that of fellow citizens.

Patriotism is based on Greek patriStçs, which is recorded in the 1500s.

It means “fellow-countryman or lineage member.”  The most basic

description of patriotism is defined as a group’s loyalty towards their

members and the land they share in living. According to Nathanson a

professor in Philosophy:

Patriotism consists of 4 main components which are a special

affection towards one’s country; defining himself or herself through his

or her country; being interested in country’s welfare; and sacrificing

for the sake of country’s welfare. So patriotism is a feeling of attachment

and commitment to a country, nation, or political community. 1

One can find these elements in the literature during the freedom

struggle in India. The pre-Independence Indian English literature during

the freedom fight plays a great role to hearten and initiate the spirit of

freedom in people.  The poets/writers like Henry Derozio, M.M.Dutt,

Sarojini Naidu, Rabindranath Tagore, Bankim Chandra Chattopadhyay,
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and others infused patriotism and augmented the freedom struggle

through their works. Among them Sarojini Naidu needs no special

introduction in the   field of Indian English poetry. She was hailed from

a prestigious Bengali literary family.  She was a celebrated political

activist, feminist, and poet. She was the first Indian woman to be

president of the Indian National Congress.  She was a promoter of civil

rights, women’s liberation, and anti-imperialistic ideas.  Sarojini Naidu

as a poet belonged to an era of struggle, slavery, and freedom fighting.

Mahatma Gandhi gave her the sobriquet ‘ the Nightingale of  India

because of the imagery and lyrical quality in her verse. Some of her

famous poems are Ecstasy, Indian Dancers, The Indian, In The

Forest, Palanquin Bearers etc. Her poems were admired by many

prominent Indian politicians. Her language was simple and provoked

patriotic feelings. She had also portrayed the beauty of nature and its

importance to one’s life through her poems. She was remarkably

inspired by prominent thinkers and writers like Rabindranath Tagore

and Gopal Krishna Gokhale. She used all these influences to portray

her ideas and feelings of patriotism in her poetry.  The poems like The

Gift of India, An Anthem of Love, and The Coromandel Fishers

reflected her patriotic fervor towards mother India and the freedom

struggle. The components of patriotism mentioned by Nathan were

reflected effectively in the poem Coromandel Fishers. They were: a

singular liking for motherland, defining oneself through the poet’s

country, being engrossed in country’s welfare and sacrificing for the

sake of country’s benefit.

Coromandel Fishers is a scintillating example of her patriotic

call given to Coromandel fishers.  Though the poem is about the

fishermen, it metaphorically reflects the poet’s desire for free India

and thus she encourages the people of the nation to hasten their struggle.

The first stanza shows a special affection towards her motherland.  It

is a complicated yet very beautiful poem written by Sarojini Naidu.

This poem depicts the bond between the fishermen of the Coromandel

Coast and the sea.  She has personified nature in the best possible

way. The theme of the poem is that a fisherman/woman encouraging

his fellow fishermen to get to work by the dawn. The hard life style of
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the fishermen and their meager earnings are beautifully portrayed by

her. She also focused on the socio-political status of the freedom struggle

in operation at that time. She metaphorically compares the fishermen

to Indian and their stressful yet beautiful life to the freedom struggle.

As a fellow fisherwoman she encourages them to rise and go for fishing

on sea i.e. fight for freedom of India. They face the turbulent sea every

day for their livelihood, and likewise they had to face the British to

earn freedom from their clutches. She addresses them:

Rise, brothers, rise; the wakening skies pray to the

morning light,

The wind lies asleep in the arms of the dawn like a child

that has cried all night.

Come, let us gather our nets from the shore and set our

catamarans free,

To capture the leaping wealth of the tide, for we are the

kings of the sea!

She calls them brothers and requests them to rise because it is

already morning now i.e.  it is the time the land is welcoming the

independence. As the struggle is continuing, It’s the duty of the

countrymen to participate in it. The line “the wakening skies pray

to the morning light,” symbolizes it. The personification  and the

simile  the used in this line ‘The wind lies asleep in the arms of the

dawn like a child that has cried all night’ denotes the temporary rest

taken by the children i.e freedom fighters fall asleep at night after fighting

all day like the fierce wind. It also refers to the atrocities that the

people had suffered in the hands of the British during their cruel rule.

With independence that suffering will vanish away. They should rise

from the sleep now and gather all their strength like the fishermen

gathering their nets and set for their goal. The poet praises the fishermen

as ‘the kings of the sea’ because they possess the wealth of the sea,

the fishes and all the treasures of the sea world. These lines refer to

the treasures of India and so all Indians are kings. The real treasure

will be the independence. Here she is singing as a fisherman addressing
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his brethren about the life and attitude of the fishermen of the

Coromandel Coast on the Bay of Bengal.

Sarojini Naidu’s loyalty and her attachment towards India is

reflected in some lines of this poem. This attachment can be a

combination of many different feelings and  language relating to one’s

own homeland, including ethnic, cultural, political or historical aspects.

Loyalty towards one’s own country  above one’s family  is a usual

phenomena during the times of Indian freedom struggle. It depends

on the patriot’s beliefs on the country of his/her birth. Thus the loyalty

towards motherland is described emotionally in the above lines. Simon

Keller argues:

Whereas one’s love of and loyalty to a family member or a

friend may coexist with a low estimate of the person’s qualities,

patriotism involves endorsement of one’s country. If the patriot

is to endorse his country, he must consider his beliefs about the

country’s virtues and achievements to be based on some

objectively valid standards of value and an unbiased

examination of the country’s past and present record that leads

to the conclusion that it lives up to those standards. 2

Sarojini leads further and tries to show her interest towards the

country by supporting them morally. The poet insists the fishermen to

be active to go for fishing. She writes:

No longer delay, let us hasten away in the track of the sea gull’s

call,

The sea is our mother, the cloud is our brother, the waves are our

comrades all.

What though we toss at the fall of the sun where the hand of the

sea-god drives?

He who holds the storm by the hair, will hide in his breast our

lives.
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The poet explains them that  they will be tossed with the waves

somewhere in the mid-sea, they needn’t fear because they would be

at the mercy of the waves, even where the sea god Neptune controls

everything. He will protect their lives because he has a strong hold on

storm. Here the God Neptune may refer to the Leaders of Freedom

movement. Though the struggle is a difficult one for a common man,

they need not fear because the national leaders have controlling power

on the movement. They will protect like a parent. She calls ‘the sea’

our mother; the ‘clouds’ our brothers and the waves as our comrade.

Thus she metaphorically claims that India is the motherland of all Indians

and the people belong to one family. So they will be protected from

the mother-god from the ‘wind’ i.e. the foreign rulers.

The last lines of the poem picturises the poet’s sacrificing quality,

for the sake of country’s welfare. She voices out the feelings of the

fishers/patriots:

 Sweet is the shade of the cocoanut glade, and the scent of the

mango grove,

And sweet are the sands at the full o’ the moon with the sound of

the voices we love;

But sweeter, O brothers, the kiss of the spray and the dance of

the wild foam’s glee;

Row, brothers, row to the edge of the verge, where the low sky

mates with the sea.

The final stanza elaborates that the comforts and the joys the

Indians enjoy is sweet but the comforts after independence will be

sweeter. So the Indians has to wage the final war on the British.

A patriot doesn’t care much for the troubles they face like the

fishermen for whom ‘the kiss of spray wash and the dance of the wild

waves are sweeter. It is due to their love of sea as well the love of the

country. They are ready to face troubles for the sake of the country.

The poet defines herself through her country, which bears the dedicated

children like her. Majority of Indians like Sarojini Naidu are greatly



198     Indian English Litera ture With Freedom Struggle As Background

influenced by the rich culture and heritage of India. They call the nation

their mother and ready to inspire the fellow countrymen to participate

in the freedom struggle as well prepare to sacrifice their lives to see

liberated India. As an inspiring writer during the period of India’s

struggle for Independence, Sarojini’s major aim is to wake up the

minds of the freedom fighters.
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Unit – I: Introduction to Research 

1.13 Introduction to Research:  

1.14 Meaning of Research:  

1.15 Definitions of Research: 

1.16 Characteristics of Research: 

1.5  Nature and Scope of Research Methodology  

1.6  Research design  

1.7  Types of Research  

1.8.  Research Process 

1.9.  Research Problem or Problem Formulation 

1.10.  Objectives of Research 

1.11.  Hypotheses 

1.12. Significance of Research in Commerce and   

Management. 

 

1.1. Introduction to Research:  

The word research is composed of two syllables “Re” 

and “Search”. “Re” is the prefix meaning ‘Again or over 

again or a new’ and “Search” is the latter meaning ‘to 

examine closely and carefully’ or ‘to test and try’. Together 

they form, a careful, systematic, patient study and 

investigation in some field of knowledge undertaken to 
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establish principles / policies. Research normally is referred to 

as a search for knowledge. It is a systematic and scientific 

search for pertinent information in relation to a particular 

subject. It is an art of scientific and systematic investigation. 

Research is an academic activity. It comprises of 

defining and redefining problems, formulating hypothesis or 

suggesting solutions, collecting, organizing and evaluating 

data, making deductions, reaching conclusions and sensibly 

testing the solutions to determine, whether they are in 

accordance to the hypothesis that have been formulated. 

Research is thus an original contribution to the existing stock 

of knowledge, making it appropriate for utilization. It is the 

pursuit of accuracy and facts, with the help of study, 

observation, comparison and experiment. It is the search for 

knowledge, through objective and systematic method of 

finding solutions to a problem.  

1.2. Meaning of Research:  

Research in common parlance refers to a search for 

knowledge. Once can also define research as a scientific and 

systematic search for pertinent information on a specific topic. 

In fact, research is an art of scientific investigation. The 

Advanced Learner’s Dictionary of Current English lays down 
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the meaning of research as “a careful investigation or inquiry 

specially through search for new facts in any branch of 

knowledge.” 

1.3. Definitions of Research: 

Research work is traditionally defined as gathering of data to 

answer the questions and finding solution to problems. Some 

of the definitions of research are: 

1. 1 Redman and Mory define research as “a systematized 

effort to gain new knowledge.” 

2. According to Clifford Woody research comprises 

defining and redefining problems, formulating 

hypothesis or suggested solutions; collecting, organising 

and evaluating data; making deductions and reaching 

conclusions; and at last carefully testing the conclusions 

to determine whether they fit the formulating hypothesis. 

3. D. Slesinger and M. Stephenson in the Encyclopaedia of 

Social Sciences define research as “the manipulation of 

things, concepts or symbols for the purpose of 

generalising to extend, correct or verify knowledge, 

whether that knowledge aids in construction of theory or 

in the practice of an art.” 
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Research is, thus, an original contribution to the existing 

stock of knowledge making for its advancement. It is the 

pursuit of truth with the help of study, observation, 

comparison and experiment.  

1.4. Characteristics of Research: 

The major characteristics of any research are;  

1. Objectivity, 

2. Precision,  

3. Design and  

4. Verifiability. 

 Let us look at these attributes more closely: 

1. Objectivity: Ideally, research is beyond the subjective 

bias of the researcher. The researcher makes deliberate 

efforts to eliminate personal preference resisting the 

temptation to seek only such data that supports his/her 

hypothesis. The emphasis is on testing, rather than 

proving the hypothesis. The researcher is willing to 

suspend personal judgement and permit the data and 

logic to lead independently to a sound conclusion. 

Objectivity is achieved through standardisation of 

research instruments, choosing appropriate research 
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design and analytical tools and ensuring dependability of 

data. 

2. Precision: Precision in scientific research is achieved 

through the uses of statistical methods and techniques. 

As such, research conclusions convey the exact meaning 

to the reader, e.g. measures of central tendency, 

variability, correlation, regression etc. are the most 

precise expression in quantitative research which 

explains or represents the truth. Precise language 

describes the study accurately so that the study may be 

replicated or the results correctly used. 

3. Design: In a scientific research, the researcher has to 

have a specified design of carrying out the investigation.  

Process of research design 

 

 

 

 

 

 

 

 

Defining of the problem, 

 

 Statement of the hypothesis 

 

     Collection and analysis of data 

 

 Testing of hypothesis 

 

Reporting of results. 
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Only if the research has been carried out by using a specified 

process, it can be replicated for verification. 

4. Verifiability: This is an important characteristic of every 

research. Research methods and findings presented to the 

professional community for other researchers to analyse, 

confirm or reject them. Verifiability is achieved 

primarily through two different approaches: first, 

analysing the same data on the same sample through 

alternative analytical tools (statistical methods), and the 

second, replicating the study on a different sample. 

1.5. Nature and Scope of Research Methodology: 

Research is systematic and critical investigation of a 

phenomenon. It identifies the variables, collects and analyses 

data on such variables to find answers to certain crucial 

questions. These answers contribute further to increase human 

knowledge. Orderliness is the hallmark of research. Research 

has to have an organic unity. This becomes essential if the 

knowledge which accrues from research is to be verified; for, 

it must be verifiable by anybody who takes the trouble to do 

so. In fact, research is considered to be a formal, systematic, 

intensive process of carrying on the scientific method of 

analysis. It involves a more systematic structure of 



7 
 

investigating, usually resulting in some sort of formal record 

of procedures and results or conclusions. 

1.6. Research Design: 

The most important step after defining the research 

problem is preparing the design of the research project, which 

is popularly known as the ‘research design’. A research design 

is a logical and systematic plan prepared for directing a 

research study. It specifies the objectives of the study, the 

methodology and techniques to be adopted for achieving the 

objectives.  

The Research Design makes available the answers to 

various questions like  

1) What is the design of a research? 

2) What type of data is required? 

3) What are the measures and scales used? 

4) What is the form of data collected such as 

questionnaire, schedule, and interview?  

5) What is the size of sample and sampling procedure? 

6) What are the techniques of data analysis?  

1.6.1. The Definition of a Research Design:  

A research design is a plan, structure and strategy of 

investigation so conceived as to obtain answers to research 
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questions or problems. The plan is the complete scheme or 

program of the research. It includes an outline of what the 

investigator will do from writing the hypothesis and their 

operational implications to the final analysis of data. A 

traditional research design is blue print or detailed plan for 

how a research study is to be completed operational design 

variables so they can be measured, selecting a sample of 

interest to study. Collecting data to be used is a basis for 

testing hypothesis and analyzing the results. A research design 

is a procedural plan that is adopted by the researcher to 

answer questions validly objectively accurately and 

economically. 

1. According to Seltiz of at, “A research design is the 

arrangement of conditions for collection and analysis of 

data in a manner that aims to combine relevance to the 

research purpose which economy in procedure”. 

2. According to Kerlinger, “Research design is the plan, 

structure and strategy and strategy of investigation 

conceived so as to obtain answers to research questions 

and to control variance” 
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3. According to Bernard Philips he research design “As a 

blue print for the collection, measurement and analysis of 

data”. 

4. According to Claire Seltiz, “A research design is the 

arrangement of conditions for collection and analysis of 

data in a manner that aims to combine relevance to the 

research purpose with economy in procedure”. 

5. According to S.L. Gupta and Hitesh, “A research 

design provides a flow of activities from problem 

formulation to hypothesis development to data collection 

to data analysis to final results to implications”. 

1.6.2. Features of Research Design: 

The important features of Research Design may be outlined as 

follows: 

a) It is a plan that identifies the types and sources of 

information required for the research problem; 

b) It is a strategy that specifies the methods of data 

collection and analysis which would be adopted; and 

c) It also specifies the time period of research and monetary 

budget involved in conducting the study, which comprise 

the two major constraints of undertaking any research. 
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In view of the stated above research design decisions, the 

overall research design may be divided into the following 

(Kothari 1988): 

a) The sampling design that deals with the method of 

selecting items to be observed for the selected study; 

b) The observational design that relates to the conditions 

under which the observations are to be made; 

c) The statistical design that concerns with the question of 

how many items are to be observed, and how the 

information and data gathered are to be analysed; and 

d) The operational design that deals with the techniques by 

which the procedures specified in the sampling, 

statistical and observational designs can be carried out. 

1.6.3. Need for Research Design: 

Research design is needed because it facilitates the 

smooth sailing of the various research operations,Thereby 

making research as efficient as possible yielding maximal 

information with minimal expenditure of effort, time and 

money. Just as for better, economical and attractive 

construction of a house, we need a blueprint (or what is 

commonly called the map of the house) well thought out and 

prepared by an expert architect, similarly we need a research 
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design or a plan in advance of data collection and analysis for 

our research project. Research design stands for advance 

planning of the methods to be adopted for collecting the 

relevant data and the techniques to be used in their analysis, 

keeping in view the objective of the research and the 

availability of staff, time and money. Preparation of the 

research design should be done with great care as any error in 

it may upset the entire project.Research design, in fact, has a 

great bearing on the reliability of the results arrived at and as 

such constitutes the firm foundation of the entire creation of 

the research work. 

Even then the need for a well thought out research design 

is at times not realised by many. The importance which this 

problem deserves is not given to it. As a result many 

researches do not serve the purpose for which they are 

undertaken. In fact, they may even give misleading 

conclusions.Thoughtlessness in designing the research project 

may result in rendering the research exercise futile. It is, 

therefore, imperative that an efficient and appropriate design 

must be prepared before starting research operations. The 

design helps the researcher to organize his ideas in a form 

whereby it will be possible for him to look for flaws and 
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inadequacies. Such a design can even be given to others for 

their comments and critical evaluation. In the absence of such 

a course of action, it will be difficult for the critic to provide a 

comprehensive review of the proposed study. 

1.6.4. Characteristics of a Good Research Design:  

A good research design has the following traits:  

1. Possesses the qualities of being flexible, suitable, 

efficient, and economical and so on.  

2. It research design which minimizes bias and 

maximizes the reliability of the data collected and 

analysed (Kothari 1988). 

3. Research design which does not allow even the 

smallest experimental error  

4. Research design that yields maximum information 

and provides an opportunity of viewing the various 

dimensions of a research problem  

Thus, the question of a good design relates to the purpose 

or objective and nature of the research problem studied. While 

a research design may be good, it may not be equally suitable 

to all studies. In other words, it may be lacking in one aspect 

or the other in the case of some other research problems. 
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Therefore, no single research design can be applied to all 

types of research problems. 

If the research study happens to be an exploratory or a 

formulative one, wherein the major emphasis is on discovery 

of ideas and insights, the research design most appropriate 

must be flexible enough to permit the consideration of many 

different aspects of a phenomenon. But when the purpose of a 

study is accurate description of a situation or of an association 

between variables (or in what are called the descriptive 

studies), accuracy becomes a major consideration and a 

research design which minimises bias and maximises the 

reliability of the evidence collected is considered a good 

design.  

Studies involving the testing of a hypothesis of a causal 

relationship between variables require a design which will 

permit inferences about causality in addition to the 

minimisation of bias and maximisation of reliability. But in 

practice it is the most difficult task to put a particular study in 

a particular group, for a given research may have in it 

elements of two or more of the functions of different studies.  

It is only on the basis of its primary function that a study 

can be categorised either as an exploratory or descriptive or 
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hypothesis-testing study and accordingly the choice of a 

research design may be made in case of a particular study. 

Besides, the availability of time, money, skills of the research 

staff and the means of obtaining the information must be 

given due weightage while working out the relevant details of 

the research design such as experimental design, survey 

design, sample design and the like. 

A research design suitable for a specific research problem 

would usually involve the following considerations: 

 The methods of gathering the information; 

 The skills and availability of the researcher and 

his/her staff, if any; 

 The objectives of the research problem being 

studied; 

 The nature of the research problem being studied; 

and  

 The available monetary support and duration of 

time for the research work. 

1.6.5. The nature of Research Design:  

  The Research Design is an outcome of decisions taken 

and put in a sequence in respect of the study and the types of 

data needed, the rational for the study being made, the sources 
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of data required, the study area, that time available for study, 

the material and the number cases need, the procedure of 

selection of the sample, the techniques of data Collection, the 

Analysis of data and the decisions articulated in a manner that 

the purpose of research is achieved with economy in  money 

time and energy. 

1. Convert the Research question and the stated 

assumptions/ hypotheses into operational variables that 

can be measured. 

2. Specify the process that would be to follow to complete 

the task, as efficiently and economically as possible. 

3. Specify the control mechanism that would be used to 

ensure that the effect of other variables that could impact 

the outcome of the study has been controlled. 

4. Thus research designs have a critical and directive role to 

play in the research process. The execution details of the 

Research question to be investigated are referred to as 

the research design. 

 

 

 

1.6.6.  Purpose of Research Design 
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    There are two basic purposes of Research Design 

 

Provide answers to                      to control     

 Research questions             variance 

Research Design enables the researcher to answer research 

questions in a valid objective, accurate and economical way  

 Research Design is worked out with care to yield reliable 

and valid answers to the research questions embodied by 

the hypotheses. 

 Adequately planned and executed design assist greatly in 

allowing us to rely on both observation and inferences 

 Research Design sets up the Framework for adequate 

tests of the relationship among variables  

1.6.7. Importance of Research Design:  

The need for a research design arises out of the fact that 

it facilitates the smooth conduct of the various stages of 

research. It contributes to making research as efficient as 

possible, thus yielding the maximum information with 

minimum effort, time and expenditure. A research design 

helps to plan in advance, the methods to be employed for 

collecting the relevant data and the techniques to be adopted 



17 
 

for their analysis. This would help in pursuing the objectives 

of the research in the best possible manner, provided the 

available staff, time and money are given. Hence, the research 

design should be prepared with utmost care, so as to avoid any 

error that may disturb the entire project. Thus, research design 

plays a crucial role in attaining the reliability of the results 

obtained, which forms the strong foundation of the entire 

process of the research work.  

The research design helps the researcher to organize 

his/her ideas in a proper form, which in turn facilitates 

him/her to identify the inadequacies and faults in them.  

A research without a pre-drawn plan is like an ocean 

voyage without Mariner’s compass. The preposition of a 

research plan for a study aids in establishing direction to the 

study and in knowing exactly what has to be done and how 

and when it has to be done at every stage.  

It enables the researcher to consider beforehand the 

various decisions to be made.  

 What are the objectives of the study? 

 What are the investigative questions? 

 What are the sources of data?  

 What is the universe of the study?  
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 What sampling method is appropriate? And so on. 

Without a plan, research work becomes unfocussed and 

aimless empirical wandering the researcher would find it 

difficult, laborious and time-consuming to make adequate 

discriminations in the complex inter plan of facts before him, 

he may not be able to decide which is relevant and which is 

not, The use of a research design prevents such a blind search 

and indiscriminate gathering of data and guides him to 

proceed in the right direction.  

1.6.8. Concepts Relating to Research Design:  

Some of the important concepts relating to Research Design 

are discussed below: 

1. Dependent and Independent Variables:  

A variable is any characteristic, number, or quantity 

that can be measured or counted. A variable may also be 

called a data item. Age, sex, business income and 

expenses, country of birth, capital expenditure, class 

grades, and eye colour and vehicle type are examples 

of variables. 

 

 

2. Extraneous Variables:  
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The independent variables which are not directly 

related to the purpose of the study but affect the 

dependent variables, are known as extraneous variables. 

For instance, assume that a researcher wants to test the 

hypothesis that there is a relationship between children’s 

school performance and their self-confidence, in which 

case the latter is an independent variable and the former, 

a dependent variable. In this context, intelligence may 

also influence the school performance.  

3. Control:  

One of the most important features of a good 

research design is to minimize the effect of extraneous 

variable(s). Technically, the term ‘control’ is used when 

a researcher designs the study in such a manner that it 

minimizes the effects of extraneous variables. The term 

‘control’ is used in experimental research to reflect the 

restrain in experimental conditions. 

4. Confounded Relationship:  

The relationship between the dependent and 

independent variables is said to be confounded by an 

extraneous variable, when the dependent variable is not 

free from its effects. 
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5. Research Hypothesis:  

When a prediction or a hypothesized relationship is 

tested by adopting scientific methods, it is known as 

research hypothesis. The research hypothesis is a 

predictive statement which relates to a dependent 

variable and an independent variable. Generally, a 

research hypothesis must consist of at least one 

dependent variable and one independent variable. 

Whereas, the relationships that are assumed but not to be 

tested are predictive statements that are not to be 

objectively verified, thus are not classified as research 

hypotheses. 

6. Experimental and Non-Experimental Hypothesis 

Testing Research:  

When the objective of a research is to test a research 

hypothesis, it is known as hypothesis-testing research. 

Such research may be in the nature of experimental 

design or non-experimental design. The research in 

which the independent variable is manipulated is known 

as ‘experimental hypothesis-testing research’, whereas 

the research in which the independent variable is not 
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manipulated is termed as ‘non-experimental hypothesis-

testing research’.  

7. Experimental and Control Groups:  

When a group is exposed to usual conditions in an 

experimental hypothesis-testing research, it is known as 

‘control group’. On the other hand, when the group is 

exposed to certain new or special condition, it is known 

as an ‘experimental group’. In the afore-mentioned 

example, Group A can be called as control group and 

Group B as experimental group. If both the groups, A 

and B are exposed to some special feature, then both the 

groups may be called as ‘experimental groups’. A 

research design may include only the experimental group 

or both the experimental and control groups together. 

8. Treatments:  

Treatments refer to the different conditions to which 

the experimental and control groups are subject to. In the 

example considered, the two treatments are the parents 

with regular earnings and those with no regular earnings. 

Likewise, if a research study attempts to examine 

through an experiment the comparative effect of three 

different types of fertilizers on the yield of rice crop, then 
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the three types of fertilizers would be treated as the three 

treatments. 

9. Experiment:  

Experiment refers to the process of verifying the 

truth of a statistical hypothesis relating to a given 

research problem. For instance, an experiment may be 

conducted to examine the yield of a certain new variety 

of rice crop developed. Further, Experiments may be 

categorized into two types, namely, ‘absolute 

experiment’ and ‘comparative experiment’. If a 

researcher wishes to determine the impact of a chemical 

fertilizer on the yield of a particular variety of rice crop, 

then it is known as absolute experiment. Meanwhile, if 

the researcher wishes to determine the impact of 

chemical fertilizer as compared to the impact of bio-

fertilizer, then the experiment is known as a comparative 

experiment.  

10. Experimental Unit(s):  

Experimental units refer to the pre-determined plots, 

characteristics or the blocks, to which different 

treatments are applied. It is worth mentioning here that 
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such experimental units must be selected with great 

caution. 

 

1.6.9. Types of Research Design:  

There are different types of research designs. They may be 

broadly categorized as:  

(1) Exploratory Research Design;  

(2) Descriptive and Diagnostic Research Design; and  

(3) Hypothesis -Testing Research Design. 

1. Exploratory Research Design:  

The Exploratory Research Design is known as 

formulative research design. The main objective of using 

such a research design is to formulate a research problem 

for an in-depth or more precise investigation, or for 

developing a working hypothesis from an operational 

aspect. The major purpose of such studies is the discovery 

of ideas and insights. Therefore, such a research design 

suitable for such a study should be flexible enough to 

provide opportunity for considering different dimensions 

of the problem under study.  

Usually, the following three methods are considered in 

the context of a research design for such studies. They are  
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(a) A survey of related literature;  

(b) Experience survey; and  

(c) Analysis of ‘insight-stimulating’ instances. 

2. Descriptive and Diagnostic Research Design:  

A Descriptive Research Design is concerned with 

describing the characteristics of a particular individual or 

a group. Meanwhile, a diagnostic research design 

determines the frequency with which a variable occurs or 

its relationship with another variable. In other words, the 

study analyzing whether a certain variable is associated 

with another comprises a diagnostic research study. On 

the other hand, a study that is concerned with specific 

predictions or with the narration of facts and 

characteristics related to an individual, group or situation, 

are instances of descriptive research studies.  

The research design in such studies should be rigid and 

not flexible. Besides, it must also focus attention on the 

following: 

a) Formulation of the objectives of the study, 

b) Proper designing of the methods of data collection, 

c) Sample selection, 

d) Data collection,  
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e) Processing and analysis of the collected data, and 

f) Reporting the findings. 

 

3. Hypothesis-Testing Research Design:  

Hypothesis-Testing Research Designs are those in which 

the researcher tests the hypothesis of causal relationship 

between two or more variables. These studies require 

procedures that would not only decrease bias and enhance 

reliability, but also facilitate deriving inferences about the 

causality. Generally, experiments satisfy such 

requirements. Hence, when research design is discussed in 

such studies, it often refers to the design of experiments. 

1.7.Types of Research: 

There are different types of research are as follows 
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Types of Research 

 

 

 

Descriptive       Applied Research       Conceptual      Historical   

 Research:          (or) Action         Quantitative       Research Research:  

        Research                    Research 

Analytical    Qualitative  Empirical Decision 

 Research:         Research:  Research: Oriented 

 Research 

  

Fundamental Research   

                                          (Or) Basic (or) Conclusion- 

     Pure Research    Oriented 

    Research 
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1.7.1Descriptive Research: 

Descriptive study is a fact-finding investigation with 

adequate interpretation. It is the simplest type of research. It is 

more specific that an exploratory study, as it has focus on 

particular aspects or dimensions of the problem studied. 

Descriptive research consists of surveys and fact-finding 

enquiries of different types. The main objective of descriptive 

research is describing the state of affairs as it exists at the time 

of study. In social science and business research we quite often 

use. The term ‘ex post facto research’ is quite often used for 

descriptive research studies. The most distinguishing feature of 

this method is that the researcher has no control over the 

variables here. He/she has to only report what is happening or 

what has happened. Majority of the ex-post facto research 

projects are used for descriptive studies in which the researcher 

seeks to measure such items as, for example, the consumers’ 

preferences, frequency of purchases, shopping, etc.  

1.7.2. Analytical Research: 

 The researcher has to use the already available facts or 

information, and analyse them to make a critical evaluation of 
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the subject.Analytical study is primarily concerned with testing 

hypothesis and specifying and interpreting relationships. 

1.7.3. Applied Research (or) Action Research: 

Applied research is carried on to find solution to a real life 

problem requiring an action or policy decision. It is thus 

problem oriented and action-directed. It seeks an immediate and 

practical result. The main objective of applied research is to find 

a solution to some pressing practical problem. 

Applied research is an attempt to find a solution to an 

immediate problem encountered by a firm, an industry, a 

business organisation, or the society is known as applied 

research. Researchers engaged in such researches aim at 

drawing certain conclusions confronting a concrete social or 

business problem.  

1.7.4. Fundamental Research (or) Basic (or) Pure Research: 

Fundamental research mainly concerns generalizations and 

formulation of a theory. In other words, “Gathering knowledge 

for knowledge’s sake is termed ‘pure’ or ‘basic’ research” 

(Young in Kothari, 1988). Researches relating to pure 

mathematics or concerning some natural phenomenon are 

instances of Fundamental Research. Likewise, studies focusing 
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on human behaviour also fall under the category of fundamental 

research. The main objective of basic research is to find 

information with a broad base of application and add to the 

already existing organized body of scientific knowledge. 

By developing principle, pure research offers solutions to 

many practical problems. For example, Maslow’s theory of 

motivation serves as a guideline for formulating incentive 

schemes and approaches to motivating employees in 

organizations. Generalizations have many practical applications. 

In fact, nothing is as practical for the goals of diagnosis or 

treatment as good theoretical research.  

Pure research develops many alternative solutions and thus 

enables us to choose the best solution. By applying scientific 

knowledge developed by pure researches, various appliances 

like radio, television, refrigerator, computer etc. have been 

invented. Continuous basic research in these fields has 

contributed to the manufacture of more effective and useful 

models at the least cost. 

1.7.5. Quantitative Research : 

Quantitative research is based on the measurement of 

quantity (or) amount. It is applicable to phenomena that can be 
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expressed in terms of quantity.Various available statistical and 

econometric methods are adopted for analysis in such research. 

Which includes correlation, regression and time series analysis 

etc. 

1.7.6. Qualitative Research: 

Qualitative research is concerned with qualitative 

phenomena, or more specifically, the aspects related to or 

involving quality or kind.  

For example, an important type of qualitative research is 

‘Motivation Research’, which investigates into the reasons for 

certain human behaviour.  

The main aim of this type of research is discovering the 

underlying motives and desires of human beings by using in-

depth interviews. The other techniques employed in such 

research are story completion tests, sentence completion tests, 

word association tests, and other similar projective methods.  

Qualitative research is particularly significant in the context 

of behavioural sciences, which aim at discovering the 

underlying motives of human behaviour. Such research helps to 

analyse the various factors that motivate human beings to 

behave in a certain manner, besides contributing to an 
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understanding of what makes individuals like or dislike a 

particular thing. However, it is worth noting that conducting 

qualitative research in practice is considerably a difficult task. 

Hence, while undertaking such research, seeking guidance from 

experienced expert researchers is important. 

1.7.7. Conceptual Research: 

The research related to some abstract idea or theory is 

known as Conceptual Research. Generally, philosophers and 

thinkers use it for developing new concepts or for reinterpreting 

the existing ones. 

1.7.8. Empirical Research: 

 Empirical Research relies on the observation or experience 

with hardly any regard for theory and system. Such research is 

data based, which often comes up with conclusions that can be 

verified through experiments or observation. Empirical research 

is also known as experimental type of research, in which it is 

important to first collect the facts and their sources, and actively 

take steps to stimulate the production of desired information. In 

this type of research, the researcher first formulates a working 

hypothesis, and then gathers sufficient facts to prove or disprove 

the stated hypothesis. He/she formulates the experimental 
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design, which according to him/her would manipulate the 

variables, so as to obtain the desired information.  

This type of research is thus characterized by the 

researcher’s control over the variables under study. In simple 

term, empirical research is most appropriate when an attempt is 

made to prove that certain variables influence the other variables 

in some way. Therefore, the results obtained by using the 

experimental or empirical studies are considered to be the most 

powerful evidences for a given hypothesis. 

1.7.9. Historical Research: 

 Historical research As regards to historical research, 

sources like historical documents, remains, etc. Are utilized to 

study past events or ideas. It also includes philosophy of persons 

and groups of the past or any remote point of time. 

1.7.10. Decision-Oriented Research: 

 The decision-oriented research is always carried out as per 

the need of a decision maker and hence, the researcher has no 

freedom to conduct the research according to his/her own 

desires.  

1.7.11. Conclusion-Oriented Research: 
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 In the case of Conclusion-oriented research, the researcher 

is free to choose the problem, redesign the enquiry as it 

progresses and even change conceptualization as he/she wishes 

to. An operation research is a kind of decision-oriented research, 

where in scientific method is used in providing the departments, 

a quantitative basis for decision-making with respect to the 

activities under their purview. 

1.8.Research Process:  

Research process consists of a series of steps or actions required 

for effectively conducting research. The following are the steps 

that provide useful procedural guidelines regarding the conduct 

of research:  
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Research Process:  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(1) Identifying and formulation the        

research problem 

 

(2) Developing the objective of research  

 

(3) Developing hypothesis 

 

(4) Extensive literature survey 

 

(5) Preparing the research design 

 

(6) Determining sample design 

 

(7) Collecting data methods and tools  

 

(8) Analysis of data 

 

(9) Hypothesis testing 

 

(10) Analysis and interpretation of data 

 

(11) Preparation of the report or presentation 

of the results.  
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In other words, it involves the formal write-up of 

conclusions.  

1.9. Research Problem:  

The first and the foremost stage in the research process is to 

select and properly define the research problem. A researcher 

should first identify a problem and formulate it, so as to make it 

amenable or susceptible to research. In general, a research 

problem refers to an unanswered question that a researcher 

might encounter in the context of either a theoretical or practical 

situation, which he/she would like to answer or find a solution.  

Thus, the components of a research problem may be 

summarized as: 

i. There should be an individual or a group who have some 

difficulty or problem. 

ii. There should be some objective(s) to be pursued. A person 

or an organization who wants nothing cannot have a 

problem. 

iii. There should be alternative means the course of action for 

obtaining the objective(s) the researcher wants to attain. This 

implies that there should be more than one alternative means 

available to the researcher. This is because if the researcher 
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has no choice of alternative means, he/she would not have a 

problem. 

iv. There should be some doubt in the mind of the researcher 

about the choice of alternative means. This implies that 

research should answer the question relating to the relative 

efficiency or suitability of the possible alternatives. 

v. There should be a context to which the difficulty relates.  

Thus, a research problem is one which requires a researcher 

to find out the best solution for thegiven problem, i.e., to find 

out by which course of action the objective can be attained 

optimally in the context of a given environment. There are 

several factors which may result in making the problem 

complicated.  

For instance, the environment may change affecting the 

efficiencies of the courses of action or the values of the 

outcomes; the number of alternative courses of action may be 

very large; persons not involved in making the decision may be 

affected by it and react to it favourably or unfavourably, and 

similar other factors. All such elements (or at least the important 

ones) may be thought of in context of a research problem. 
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1.9.1. Technique Involved in Defining a Problem 

Defining a research problem properly and clearly is a 

crucial part of a research study and must in no case be 

accomplished hurriedly. However, in practice this a frequently 

overlooked which causes a lot of problems later on. Hence, the 

research problem should be defined in a systematic manner, 

giving due weightage to all relating points. The technique for the 

purpose involves the undertaking of the following steps 

generally one after the other: 

(i) Statement of the problem in a general way; 

(ii) Understanding the nature of the problem;  

(iii)  Surveying the available literature  

(iv) Developing the ideas through discussions; and  

(v) Rephrasing the research problem into a working 

proposition. 

A brief description of all these points will be helpful. 

(i) Statement of the problem in a general way: First of 

all the problem should be stated in a broad general way, 

keeping in view either some practical concern or some 

scientific or intellectual interest. For this purpose, the 

researcher must immerse himself thoroughly in the subject 
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matter concerning which he wishes to pose a problem. In 

case of social research, it is considered advisable to do 

some field observation and as such the researcher may 

undertake some sort of preliminary survey or what is often 

called pilot survey. Then the researcher can himself state 

the problem or he can seek the guidance of the guide or the 

subject expert in accomplishing this task.  

(ii) Understanding the nature of the problem: The next 

step in defining the problem is to understand its origin and 

nature clearly. The best way of understanding the problem 

is to discuss it with those who first raised it in order to find 

out how the problem originally came about and with what 

objectives in view. If the researcher has stated the problem 

himself, he should consider once again all those points that 

induced him to make a general statement concerning the 

problem. For a better understanding of the nature of the 

problem involved, he can enter into discussion with those 

who have a good knowledge of the problem concerned or 

similar other problems. The researcher should also keep in 
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view the environment within which the problem is to be 

studied and understood. 

(iii) Surveying the available literature: All available 

literature concerning the problem at hand must necessarily 

be surveyed and examined before a definition of the 

research problem is given. This means that the researcher 

must be well-conversant with relevant theories in the field, 

reports and records as also all other relevant literature. He 

must devote sufficient time in reviewing of research 

already undertaken on related problems. This is done to 

find out what data and other materials, if any, are available 

for operational purposes. “Knowing what data are available 

often serves to narrow the problem itself as well as the 

technique that might be used.”  

This would also help a researcher to know if there are 

certain gaps in the theories, or whether the existing theories 

applicable to the problem under study are in consistent with 

each other, or whether the findings of the different studies 

do not follow a pattern consistent with the theoretical 

expectations and so on.  
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(iv) Developing the ideas through discussions: 

Discussion concerning a problem often produces useful 

information. Various new ideas can be developed through 

such an exercise. Hence, a researcher must discuss his 

problem with his colleagues and others who have enough 

experience in the same area or in working on similar 

problems. This is quite often known as an experience 

survey. People with rich experience are in a position to 

enlighten the researcher on different aspects of his 

proposed study and their advice and comments are usually 

invaluable to the researcher. They help him sharpen his 

focus of attention on specific aspects within the field. 

Discussions with such persons should not only be confined 

to the formulation of the specific problem at hand, but 

should also be concerned with the general approach to the 

given problem, techniques that might be used, possible 

solutions, etc. 

(v) Rephrasing the research problem: Finally, the 

researcher must sit to rephrase the research problem into a 

working proposition. Once the nature of the problem has 

been clearly understood, the environment (within which the 
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problem has got to be studied) has been defined, 

discussions over the problem have taken place and the 

available literature has been surveyed and examined, 

rephrasing the problem into analytical or operational terms 

is not a difficult task. Through rephrasing, the researcher 

puts the research problem in as specific terms as possible so 

that it may become operationally viable and may help in the 

development of working hypotheses. 

1.10. Objectives of Research:  

The objective of research is to find answers to the questions by 

applying scientific procedures. In other words, the main aim of 

research is to find out the truth which is hidden and has not yet 

been discovered. Although every research study has its own 

specific objectives, the research objectives may be broadly 

grouped as follows: 

1. To gain familiarity with new insights into a phenomenon 

(i.e.,exploratoryor formulative research studies); 

2. To accurately portray the characteristics of a particular 

individual, group, or a situation (i.e., descriptive research 

studies); 
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3. To analyse the frequency with which something occurs (i.e., 

diagnostic research studies); and 

4. To test a hypothesis of a causal relationship between two 

variables (such studies are known as hypothesis-testing 

research studies). 

1.11. Hypothesis:  

 Hypothesis may be defined as “a proposition or a set of 

propositions set forth as an explanation for the occurrence of 

some specified group of phenomena either asserted merely as a 

provisional meet to guide some investigation in the light of 

established facts” (Kothari, 1988). A research hypothesis is quite 

often a predictive statement, which is capable of being tested 

using scientific methods that involve an independent and some 

dependent variables. For instance, the following statements may 

be considered: 

i. “Students who take tuitions perform better than the others 

who do not receive tuitions” or, 

ii. “The female students perform as well as the male students”. 

These two statements are hypotheses that can be objectively 

verified and tested. Thus, they indicate that a hypothesis states 
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what one is looking for. Besides, it is a proposition that can be 

put to test in order to examine its validity.  

1.11.1 Characteristics of Hypothesis: 

A hypothesis should have the following characteristic features:- 

i. A hypothesis must be precise and clear. If it is not precise and 

clear, then the inferences drawn on its basis would not be 

reliable. 

ii. A hypothesis must be capable of being put to test. Quite 

often, the research programmes fail owing to its incapability 

of being subject to testing for validity.  

iii. A hypothesis must state relationship between two variables, 

in the case of relational hypotheses. 

iv. A hypothesis must be specific and limited in scope.  

v. As far as possible, a hypothesis must be stated in the simplest 

language, so as to make it understood by all concerned.  

vi. A hypothesis must be consistent and derived from the most 

known facts. In other words, it should be consistent with a 

substantial body of established facts. That is, it must be in the 

form of a statement which is most likely to occur. 

vii. A hypothesis must be agreeable to testing within a 

stipulated or reasonable period of time.  
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viii. A hypothesis should state the facts that give rise to the 

necessity of looking for an explanation. A hypothesis should 

explain what it actually wants to explain, and for this it 

should also have an empirical reference. 

1.11.2. Concepts Relating to Testing of Hypotheses:  

Testing of hypotheses requires a researcher to be familiar with 

various concepts concerned with it such as: 

1) Null Hypothesis and Alternative Hypothesis:  

In the context of statistical analysis, hypotheses are of two 

types viz., null hypothesis and alternative hypothesis. When 

two methods A and B are compared on their relative 

superiority, and it is assumed that both the methods are 

equally good, then such a statement is called as the null 

hypothesis. On the other hand, if method A is considered 

relatively superior to method B, or vice-versa, then such a 

statement is known as an alternative hypothesis. The null 

hypothesis is expressed as H0, while the alternative 

hypothesis is expressed as H1.  

For example, if a researcher wants to test the hypothesis 

that the population mean (μ) is equal to the hypothesized 

mean (H0) = 100, then the null hypothesis should be stated 
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as the population mean is equal to the hypothesized mean 

100. Symbolically it may be written as:- 

H0: = μ = μ H0 = 100 

If sample results do not support this null hypothesis, then it 

should be concluded that something else is true. The 

conclusion of rejecting the null hypothesis is called as 

alternative hypothesis H1. To put it in simple words, the set 

of alternatives to the null hypothesis is termed as the 

alternative hypothesis. If H0 is accepted, then it implies 

that Ha is being rejected. On the other hand, if H0 is 

rejected, it means that Ha is being accepted. For H0: μ = μ 

H0 = 100, the following three possible alternative 

hypotheses may be considered: 
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Alternative hypothesis To be read as follows 

H1: μ ≠ μ H0 The alternative hypothesis is 

that the population mean is 

not equal to 100, i.e., it could 

be greater than or less than 

100 

H1 : μ > μ H0 The alternative hypothesis is 

that the population mean is 

greater than 100 

H1 : μ < μ H0 The alternative hypothesis is 

that the population mean is 

less than 100  

 

Before the sample is drawn, the researcher has to state the null 

hypothesis and the alternative hypothesis. While formulating 

the null hypothesis, the following aspects need to be 

considered: 

A. Alternative hypothesis is usually the one which a researcher 

wishes to prove, whereas the null hypothesis is the one 

which he/she wishes to disprove. Thus, a null hypothesis is 

usually the one which a researcher tries to reject, while an 
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alternative hypothesis is the one that represents all other 

possibilities. 

B. The rejection of a hypothesis when it is actually true 

involves great risk, as it indicates that it is a null hypothesis 

because then the probability of rejecting it when it is true is 

α (i.e., the level of significance) which is chosen very small. 

C. Null hypothesis should always be specific hypothesis i.e., it 

should not state about or approximately a certain value. 

2) The Level of Significance:  

In the context of hypothesis testing, the level of 

significance is a very important concept. It is a certain 

percentage that should be chosen with great care, reason and 

insight. If for instance, the significance level is taken at 5 per 

cent, then it means that H0 would be rejected when the sampling 

result has a less than 0.05 probability of occurrence when H0 is 

true. In other words, the five per cent level of significance 

implies that the researcher is willing to take a risk of five per 

cent of rejecting the null hypothesis, when (H0) is actually true. 

In sum, the significance level reflects the maximum value of the 

probability of rejecting H0 when it is actually true, and which is 

usually determined prior to testing the hypothesis. 
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3) Test of Hypothesis or Decision Rule:  

Suppose the given hypothesis is H0 and the alternative 

hypothesis H1, then the researcher has to make a rule known as 

the decision rule. According to the decision rule, the researcher 

accepts or rejects H0. For example, if the H0 is that certain 

students are good against the H1 that all the students are good, 

then the researcher should decide the number of items to be 

tested and the criteria on the basis of which to accept or reject 

the hypothesis. 

4) Type I And Type II Errors:  

As regards the testing of hypotheses, a researcher can make 

basically two types of errors. He/she may reject H0 when it is 

true, or accept H0 when it is not true. The former is called as 

Type I error and the latter is known as Type II error. In other 

words, Type I error implies the rejection of a hypothesis when it 

must have been accepted, while Type II error implies the 

acceptance of a hypothesis which must have been rejected. Type 

I error is denoted by α (alpha) and is known as α error, while 

Type II error is usually denoted by β (beta) and is known as β 

error. 
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5) One-Tailed and Two-Tailed Tests:  

These two types of tests are very important in the context 

of hypothesis testing. A two-tailed test rejects the null 

hypothesis, when the sample mean is significantly greater or 

lower than the hypothesized value of the mean of the population. 

Such a test is suitable when the null hypothesis is some specified 

value; the alternative hypothesis is a value that is not equal to 

the specified value of the null hypothesis.  

Procedure of Hypothesis Testing:  

The procedure of hypothesis testing includes all the steps 

that a researcher undertakes for making a choice between the 

two alternative actions of rejecting or accepting a null 

hypothesis.  

The various steps involved in hypothesis testing are as 

follows: 

1) Making a Formal Statement:  

This step involves making a formal statement of the null 

hypothesis (H0) and the alternative hypothesis (Ha). This 

implies that the hypotheses should be clearly stated within the 

purview of the research problem. For example, suppose a school 

teacher wants to test the understanding capacity of the students 



50 
 

which must be rated more than 90 per cent in terms of marks, 

the hypotheses may be stated as follows:  

Null Hypothesis H0: = 100 Alternative HypothesisH1 :> 100 

2) Selecting a Significance Level:  

The hypotheses should be tested on a pre-determined level of 

significance, which should be specified. Usually, either 5% level 

or 1% level is considered for the purpose. The factors that 

determine the levels of significance are:  

 (a) The magnitude of difference between the sample means;  

 (b) The sample size:  

 (c) The variability of measurements within samples; and  

 (d) Whether the hypothesis is directional or non-directional 

(Kothari, 1988).  

In sum, the level of significance should be sufficient in the 

context of the nature and purpose of enquiry. 

3) Deciding the Distribution to Use:  

After making decision on the level of significance for hypothesis 

testing, the researcher has to next determine the appropriate 

sampling distribution. The choice to be made generally relates to 

normal distribution and the t-distribution. The rules governing 
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the selection of the correct distribution are similar to the ones 

with respect to estimation. 

4) Selection of a Random Sample and Computing an 

Appropriate Value:  

Another step involved in hypothesis testing is the selection of a 

random sample and then computing a suitable value from the 

sample data relating to test statistic by using the appropriate 

distribution. In other words, it involves drawing a sample for 

furnishing empirical data. 

5) Calculation of the Probability:  

The next step for the researcher is to calculate the probability 

that the sample result would diverge as far as it can from 

expectations, under the situation when the null hypothesis is 

actually true. 

6) Comparing the Probability:  

Another step involved consists of making a comparison of the 

probability calculated with the specified value of α, i.e. the 

significance level. If the calculated probability works out to be 

equal to or smaller than the α value in case of one-tailed test, 

then the null hypothesis is to be rejected. On the other hand, if 

the calculated probability is greater, then the null hypothesis is 
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to be accepted. In case the null hypothesis H0 is rejected, the 

researcher runs the risk of committing the Type I error. But if 

the null hypothesis H0 is accepted, then it involves some risk 

(which cannot be specified in size as long as H0 is vague and 

not specific) of committing the Type II error. 

1.12. Significance of Research in Commerce and 

Management: 

According to a famous Hudson Maxim, “All progress is 

born of inquiry. Doubt is often better than overconfidence, for it 

leads to inquiry, and inquiry leads to invention”. It brings out the 

significance of research, increased amount of which makes the 

progress possible.  

1. Research encourages scientific and inductive thinking, 

besides promoting the development of logical habits 

of thinking and organisation.  

2. The role of research in applied economics in the 

context of an economy or business is greatly 

increasing in modern times. 

3. The increasingly complex nature of government and 

business has raised the use of research in solving 

operational problems.  
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4. Research assumes significant role in the formulation 

of economic policy for both, the government and 

business.  

5. It provides the basis for almost all government policies 

of an economic system. Government budget 

formulation, for example, depends particularly on the 

analysis of needs and desires of people, and the 

availability of revenues, which requires research.  

6. Research helps to formulate alternative policies, in 

addition to examining the consequences of these 

alternatives.  

7. Research also facilitates the decision-making of 

policy-makers, although in it is not a part of research. 

In the process,  

8. Research also helps in the proper allocation of a 

country’s scarce resources.  

9. Research is also necessary for collecting information 

on the social and economic structure of an economy to 

understand the process of change occurring in the 

country. 
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10.  research as a tool of government economic 

policy formulation involves three distinct stages of 

operation:  

Research is equally important to social scientists for 

analyzing the social relationships and seeking explanations to 

various social problems. It gives intellectual satisfaction of 

knowing things for the sake of knowledge. It also possesses the 

practical utility for the social scientist to gain knowledge so as to 

be able to do something better or in a more efficient manner. 

The research in social sciences is concerned with both 

knowledge for its own sake, and knowledge for what it can 

contribute to solve practical problems. 

Short Questions 

1. Objectives of research 

2. Qualities of a good research. 

3. Social research. 

4. Research methodology 

5. Scope of research in business decision making. 

6. What is statistical hypothesis 

7. Research approaches 

8. Importance of research 
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9. Need for research  

10. Research problem 

 

Essay Questions 

1. What is Research Design?  Write the methodology of a 

descriptive study. 

2. Define hypothesis.  Explain the procedure of testing 

hypotheses. 

3. What is research explain where is types of research  

4. What is research?  Explain the difference between 

descriptive and experimental research. 

5. What is a research problem?  Discuss how a research 

problem is formulated. 

6. Discuss the examples of exploratory research, descriptive  

and experimental research  

7. What is research?  Explain the research process in detail 
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Unit – II: Sources of Data and Sampling 

2.1. Data Meaning 

2.2. Types of Sources 

2.2.1. Primary data 

2.2.2Secondary data 

2.3. Methods of Data Collection: 

2.3.1. Questionnaire  

 2.3.2. Observation   

 2.3.3. Interview method 

2.3.4. Schedule  

2.4. Attitude Measurement Techniques: 

2.5. Administration of Surveys  

2.6. Sample Design and Sampling Techniques. 

2.1. Data Meaning: 

Information, especially facts or numbers, collected to be examined and considered and 

used to help decision-making, or information in an electronic form that can 

be stored and used by a computer: 

https://dictionary.cambridge.org/dictionary/english/information
https://dictionary.cambridge.org/dictionary/english/especially
https://dictionary.cambridge.org/dictionary/english/fact
https://dictionary.cambridge.org/dictionary/english/number
https://dictionary.cambridge.org/dictionary/english/collected
https://dictionary.cambridge.org/dictionary/english/examine
https://dictionary.cambridge.org/dictionary/english/considered
https://dictionary.cambridge.org/dictionary/english/help
https://dictionary.cambridge.org/dictionary/english/information
https://dictionary.cambridge.org/dictionary/english/electronic
https://dictionary.cambridge.org/dictionary/english/form
https://dictionary.cambridge.org/dictionary/english/store
https://dictionary.cambridge.org/dictionary/english/computer
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2.2. Types of Sources: 

The task of data collection begins after a research problem has 

been defined and research design/plan chalked out. It is 

important for a researcher to know the sources of data which he 

requires for different purposes. Data are nothing but the 

information. There are two sources of information or data they 

are 

2.2.1. Primary data: The primary data which was 

collected afresh and for the first time, and thus happen to be 

original in character. The data are name after the source. 

Primary data refers to the data collected for the first time.  

2.2.2. Secondary data: Secondary data refers to the data 

that have already been collected and used earlier by 

somebody or some agency and which have already been 

passed through the statistical process. The researcher would 

have to decide which sort of data he would be using (thus 

collecting) for his study and accordingly he will have to 

select one or the other method of data collection. 

For example, the statistics collected by the Government of 

India relating to the population is primary data for the 
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Government of India since it has been collected for the first 

time. Later when the same data are used by a researcher for 

his study of a particular problem, then the same data 

become the secondary data for the researcher.  

2.3. Methods of Data Collection:  

There are two major approaches to gathering information about 

a situation, person, problem or phenomenon. When you 

undertake a research study, in most situations, you need to 

collect the required information; however, sometimes the 

information required is already available and need only be 

extracted. Based upon these broad approaches to information 

gathering, data can be categorized as: 
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Primary Sources 

 

Secondary Sources 

 

- Govt. Publication 

- Census 

- Earlier Research 
- Personal Records 
- Client Histories 
- Service Records 

 

Observation 

 

Interviewing 

 

Participant 

 

Questionnaire 
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Mailed 
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Structured 

Unstructured 
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Documents 
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 Primary Sources: 

Primary data is one which is collected by the investigator 

himself/herself first time for the purpose of a specific inquiry or 

study. Such data is original in character and is generated by 

surveys conducted by individual or research institutions. 

2.3.1. Questionnaire: 

This method of data collection is quite popular, particularly in 

case of big enquiries. It is being adopted by private individuals, 

research workers, private and public organizations and even by 

governments. In this method a questionnaire is sent (usually by 

post) to the persons concerned with a request to answer the 

questions and return the questionnaire. A questionnaire consists 

of a number of questions printed or typed in a definite order on a 

form or set of forms. The questionnaire is mailed to respondents 

who are expected to read and understand the questions and write 

down the reply in the space meant for the purpose in the 

questionnaire itself. The respondents have to answer the 

questions on their own. 

 According to Bogardus, “A questionnaire is a list of 

questions sent to a number of persons for their answers and 
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which obtains standardized results that can be tabulated 

and treated statistically”. 

  The Dictionary of Statistical Terms defines it as a “Group 

of or sequence of questions designed to elicit information 

upon a subject or sequence of subjects from information.”  

A questionnaire should be designed or drafted with utmost care 

and caution so that all the relevant and essential information for 

the enquiry may be collected without any difficulty, ambiguity 

and vagueness. Drafting of a good questionnaire is a highly 

specialized job and requires great care skill, wisdom, efficiency 

and experience. No hard and fast rule can be laid down for 

designing or framing a questionnaire. 

 The mailed questionnaire:– The most common approach 

to collecting information is to send the questionnaire to 

prospective respondents by mail. Obviously this approach 

presupposes that you have access to their addresses. 

Usually it is a good idea to send a prepaid, self-addressed 

envelope with the questionnaire as this might increase the 

response rate. A mailed questionnaire must be accompanied 

by a covering letter (see below for details). One of the 
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major problems with this method is the low response rate. 

In the case of an extremely low response rate, the findings 

have very limited applicability to the population studied. 

 Collective administration:– One of the best ways of 

administering a questionnaire is to obtain a captive 

audience such as students in a classroom, people attending 

a function, participants in a programme or people 

assembled in one place. This ensures a very high response 

rate as you will find few people refuse to participate in your 

study. Also, as you have personal contact with the study 

population, you can explain the purpose, relevance and 

importance of the study and can clarify any questions that 

respondents may have. The author’s advice is that if you 

have a captive audience for your study, don’t miss the 

opportunity – it is the quickest way of collecting data, 

ensures a very high response rate and saves you money on 

postage. 

The following general points designing or framing a 

questionnaire may be borne in mind: 
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1. Size of the Questionnaire should be small:  

A researcher should try his best to keep the number of 

questions as small as possible, keeping in view the nature, 

objectives and scope of the enquiry. Respondent’s time 

should not be wasted by asking irrelevant and unimportant 

questions. A large number of questions would involve more 

work for the investigator and thus result in delay on his part 

in collecting and submitting the information. A reasonable 

questionnaire should contain from 15 to 25 questions at 

large. If a still larger number of questions are a must in any 

enquiry, then the questionnaire should be divided into 

various sections or parts. 

2. The questions should be clear:  

The questions should be easy, brief, unambiguous, non-

offending, and courteous in tone, corroborative in nature 

and to the point, so that much scope of guessing is left on 

the part of the respondents. 

3. The questions should be arranged in a logical 

sequence:  

Logical arrangement of questions reduces lot of 

unnecessary work on the part of the researcher because it 
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not only facilitates the tabulation work but also does not 

leave any chance for omissions or commissions.  

4. Questions should be simple to understand:  

The vague words like good, bad, efficient, sufficient, 

prosperity, rarely, frequently, reasonable, poor, rich etc., 

should not be used since these may be interpreted 

differently by different persons and as such might give 

unreliable and misleading information. Similarly the use of 

words having double meaning like price, assets, capital 

income etc., should also be avoided. 

5. Questions should be comprehensive & easily 

answerable:  

Questions should be designed in such a way that they are 

readily comprehensible and easy to answer for the 

respondents. They should not be tedious nor should they 

tax the respondents’ memory. At the same time questions 

involving mathematical calculations like percentages, ratios 

etc., should not be asked. 

6. Questions of personal & sensitive nature should not 

be asked:  
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There are some questions which disturb the respondents 

and he/she may be shy or irritated by hearing such 

questions. Therefore, every effort should be made to avoid 

such questions. For example, ‘do you cook yourself or your 

wife cooks?’ ‘Or do you drink?’ Such questions will 

certainly irk the respondents and thus be avoided at any 

cost. If unavoidable then highest amount of politeness 

should be used.  

7. Types of Questions:  

Under this head, the questions in the questionnaire may be 

classified as follows: 

(a) Shut Questions:  

Shut questions are those where possible answers are 

suggested by the framers of the questionnaire and the 

respondent is required to tick one of them. Shut questions 

can further be subdivided into the following forms: 

 (i) Simple Alternate Questions:  

 In this type of questions the respondent has to choose 

from the two clear cut alternatives like ‘Yes’ or ‘No’, 

‘Right or Wrong’ etc. Such questions are also called as 
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dichotomous questions. This technique can be applied with 

elegance to situations where two clear cut alternatives exist. 

 (ii) Multiple Choice Questions:  

 Many a times it becomes difficult to define a clear cut 

alternative and accordingly in such a situation additional 

answers between Yes and No, like Do not know, No 

opinion, Occasionally, Casually, Seldom etc., are added.  

For example, in order to find if a person smokes or drinks, 

the following multiple choice answers may be used:  

Do you smoke? 

(a) Yes regularly [ ]   (b) No never  [ ] 

(c) Occasionally [ ]  (d) Seldom  [ ]  

Multiple choice questions are very easy and convenient for 

the respondents to answer. Such questions save time and 

also facilitate tabulation. This method should be used if 

only a selected few alternative answers exist to a particular 

question. 

8. Leading questions should be avoided:  

Questions like ‘why do you use a particular type of car, say 

Maruti Suzuki Dzire car’ should preferably be framed into 

two questions- 
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(i) Which car do you use?   (ii) Why do you prefer 

it? 

It gives smooth ride [ ] 

It gives more mileage [ ] 

It is cheaper   [ ] 

It is maintenance free [ ] 

9 Cross Checks:  

The questionnaire should be so designed as to provide 

internal checks on the accuracy of the information supplied 

by the respondents by including some connected questions 

at least with respect to matters which are fundamental to 

the enquiry. 

10 Pre Testing the Questionnaire:  

It would be practical in every sense to try out the 

questionnaire on a small scale before using it for the given 

enquiry on a large scale. This has been found extremely 

useful in practice. The given questionnaire can be improved 

or modified in the light of the drawbacks, shortcomings and 

problems faced by the investigator in the pre test. 

11 A Covering Letter:  
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A covering letter from the organizers of the enquiry should 

be enclosed along with the questionnaire for the purposes 

regarding definitions, units, concepts used in the 

questionnaire, for taking the respondent’s confidence, self-

addressed envelope in case of mailed questionnaire, 

mention about award or incentives for the quick response, a 

promise to send a copy of the survey report etc. 

2.3.2. Observation: The observation method is the most 

commonly used method especially in studies relating to 

behavioral sciences. This method implies the collection of 

information by way of investigator‘s own observation, without 

interviewing the respondents. The information obtained relates 

to what is currently happening and is not complicated by either 

the past behavior or future intentions or attitudes of respondents. 

This method is no doubt an expensive method and the 

information provided by this method is also very limited. As 

such this method is not suitable in inquiries where large samples 

are concerned. 

Observation is one way to collect primary data. 

Observation is a purposeful, systematic and selective way of 

watching and listening to an interaction or phenomenon as it 
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takes place. There are many situations in which observation is 

the most appropriate method of data collection; for example, 

when you want to learn about the interaction in a group, study 

the dietary patterns of a population, ascertain the functions 

performed by a worker, or study the behavior or personality 

traits of an individual. It is also appropriate in situations where 

full and/or accurate information cannot be elicited by 

questioning, because respondents either are not co-operative or 

are unaware of the answers because it is difficult for them to 

detach themselves from the interaction. In summary, when you 

are more interested in the behavior than in the perceptions of 

individuals, or when subjects are so involved in the interaction 

that 

They are unable to provide objective information about it, 

observation is the best approach to collect the required 

information. 

Types of observation 

There are two types of observation: 

1. Participant Observation; 

2. Non-Participant Observation. 
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1. Participant Observation is when you, as a researcher, 

participate in the activities of the group being observed in the 

same manner as its members, with or without their knowing that 

they are being observed.  

 For example, you might want to examine the reactions of 

the general population towards people in wheelchairs. You can 

study their reactions by sitting in a wheelchair yourself. Or you 

might want to study the life of prisoners and pretend to be a 

prisoner in order to do this. 

2. Non-participant observation, on the other hand, is when 

you, as a researcher, do not get involved in the activities of the 

group but remain a passive observer, watching and listening to 

its activities and drawing conclusions from this.  

 For example, you might want to study the functions carried 

out by nurses in a hospital. As an observer, you could watch, 

follow and record the activities as they are performed. After 

making a number of observations, conclusions could be drawn 

about the functions nurses carry out in the hospital. Any 

occupational group in any setting can be observed in the same 

manner. 



70 
 

2.3.3. Interview Method: The interview method of collecting 

data involves presentation of oral-verbal stimuli and reply 

interns of oral-verbal responses. This method can be used 

through personal interviews and, if possible, through telephone 

interviews. 

(a) Personal interviews: Personal interview method 

requires a person known as the interviewer asking 

questions generally in a face-to-face contact to the other 

person or persons. (At times the interviewee may also ask 

certain questions and the interviewer responds to these, but 

usually the interviewer initiates the interview and collects 

the information.) This sort of interview may be in the form 

of direct personal investigation or it may be indirect oral 

investigation. In the case of direct personal investigation 

the interviewer has to collect the information personally 

from the sources concerned. He has to be on the spot and 

has to meet people from whom data have to be collected. 

This method is particularly suitable for intensive 

investigations. But in certain cases it may not be possible or 

worthwhile to contact directly the persons concerned or on 

account of the extensive scope of enquiry, the direct 
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personal investigation technique may not be used. In such 

cases an indirect oral examination can be conducted under 

which the interviewer has to cross-examine other persons 

who are supposed to have knowledge about the problem 

under investigation and the information, obtained is 

recorded. Most of the commissions and committees 

appointed by government to carry on investigations make 

use of this method. 

The method of collecting information through personal 

interviews is usually carried out in structured way. 

As such we call the interviews as structured interviews. 

Such interviews involve the use of a set of predetermined 

questions and of highly standardized techniques of 

recording. Thus, the interviewer in a structured interview 

follows a rigid procedure laid down, asking questions in a 

form and order prescribed. As against it, the unstructured 

interviewsare characterized by a flexibility of approach to 

questioning.  

Unstructured interviews do not follow a system of pre-

determined questions and standardized techniques of 

recording information. In a non-structured interview, the 
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interviewer is allowed much greater freedom to ask, in case 

of need, supplementary questions or at times he may omit 

certain questions if the situation so requires. He may even 

change the sequence of questions. He has relatively greater 

freedom while recording the responses to include some 

aspects and exclude others. But this sort of flexibility 

results in lack of comparability of one interview with 

another and the analysis of unstructured responses becomes 

much more difficult and time-consuming than that of the 

structured responses obtained in case of structured 

interviews.  

Unstructured interviews also demand deep knowledge and 

greater skill on the part of the interviewer. Unstructured 

interview, however, happens to be the central technique of 

collecting information in case of exploratory or formulate 

research studies. But in case of descriptive studies, we quite 

often use the technique of structured interview because of 

its being more economical, providing a safe basis for 

generalization and requiring relatively lesser skill on the 

part of the interviewer. 
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We may as well talk about focused interview, clinical 

interview and the non-directive interview. 

Focused interview: is meant to focus attention on the 

given experience of the respondent and its effects. Under it 

the interviewer has the freedom to decide the manner and 

sequence in which the questions would be asked and has 

also the freedom to explore reasons and motives. The main 

task of the interviewer in case of a focused interview is to 

confine the respondent to a discussion of issues with which 

he seeks conversance. Such interviews are used generally 

in the development of hypotheses and constitute a major 

type of unstructured interviews.  

The clinical interviewis concerned with broad underlying 

feelings or motivations or with the course of individual’s 

life experience. The method of eliciting information under 

it is generally left to the interviewer’s discretion. In case of 

non-directive interview, the interviewer’s function is 

simply to encourage the respondent to talk about the given 

topic with a bare minimum of direct questioning.  

The interviewer often acts as a catalyst to a comprehensive 

expression of the respondents’ feelings and beliefs and of 
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the frame of reference within which such feelings and 

beliefs take on personal significance. 

Despite the variations in interview-techniques, the major 

advantages and weaknesses of personal interviews can be 

enumerated in a general way.  

(A) Merits of the interview method: The chief merits of the 

interview method are as follows: 

(i) More information and that too in greater depth can be 

obtained. 

(ii) Interviewer by his own skill can overcome the 

resistance, if any, of the respondents; the interview method 

can be made to yield an almost perfect sample of the 

general population. 

(iii) There is greater flexibility under this method as the 

opportunity to restructure questions is always there, 

specially in case of unstructured interviews. 

(iv) Observation method can as well be applied to 

recording verbal answers to various questions. 

(v) Personal information can as well be obtained easily 

under this method. 
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(vi) Samples can be controlled more effectively as there 

arises no difficulty of the missing returns; non-response 

generally remains very low. 

(vii) The interviewer can usually control which person(s) 

will answer the questions. This is not possible in mailed 

questionnaire approach. If so desired, group discussions 

may also be held. 

(viii) The interviewer may catch the informant off-guard 

and thus may secure the most spontaneous reactions than 

would be the case if mailed questionnaire is used. 

(ix) The language of the interview can be adapted to the 

ability or educational level of the person interviewed and as 

such misinterpretations concerning questions can be 

avoided. 

(x) The interviewer can collect supplementary information 

about the respondent’s personal characteristics and 

environment which is often of great value in interpreting 

results. 

(B) Weaknesses of the interview method: But there are also 

certain weaknesses of the interview method. Among the 

important weaknesses, mention may be made of the following: 
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(i) It is a very expensive method, specially when large and 

widely spread geographical sample is taken. 

(ii) There remains the possibility of the bias of interviewer 

as well as that of the respondent; there also remains the 

headache of supervision and control of interviewers. 

(iii) Certain types of respondents such as important officials 

or executives or people in high-income groups may not be 

easily approachable under this method and to that extent 

thedata may prove inadequate. 

(iv) This method is relatively more-time-consuming, 

specially when the sample is large and recalls upon the 

respondents are necessary. 

(v) The presence of the interviewer on the spot may over-

stimulate the respondent, sometimes even to the extent that 

he may give imaginary information just to make the 

interview interesting. 

(vi) Under the interview method the organization required 

for selecting, training and supervising the field-staff is 

more complex with formidable problems. 

(vii) Interviewing at times may also introduce systematic 

errors. 
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(viii) Effective interview presupposes proper rapport with 

respondents that would facilitate free and frank responses. 

This is often a very difficult requirement. 

Pre-requisites and basic tenets of interviewing: For successful 

implementation of the interview method, interviewers should be 

carefully selected, trained and briefed. They should be honest, 

sincere, hardworking, and impartial and must possess the 

technical competence and necessary practical experience. 

Telephone interviews:This method of collecting information 

consists in contacting respondents on telephone itself. It is not a 

very widely used method, but plays important part in industrial 

surveys, particularly in developed regions. 

Merits of Telephone interviews: The main merits of such a 

system are: 

1. It is more flexible in comparison to mailing method. 

2. It is faster than other methods i.e., a quick way of 

obtaining information. 

3. It is cheaper than personal interviewing method; here the 

cost per response is relatively low. 

4. Recall is easy; callbacks are simple and economical. 
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5. There is a higher rate of response than what we have in 

mailing method; the non-response is generally very low. 

6. Replies can be recorded without causing embarrassment 

to respondents. 

7. Interviewer can explain requirements more easily. 

8. At times, access can be gained to respondents who 

otherwise cannot be contacted for one reason or the other. 

9. No field staff is required. 

10. Representative and wider distribution of sample is 

possible. 

Demerits of Telephone interviews: But this system of 

collecting information is not free from demerits. Some of these 

may be highlighted. 

1. Little time is given to respondents for considered 

answers; interview period is not likely to exceed five 

minutes in most cases. 

2. Surveys are restricted to respondents who have telephone 

facilities. 

3. Extensive geographical coverage may get restricted by 

cost considerations. 
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4. It is not suitable for intensive surveys where 

comprehensive answers are required to various questions. 

5. Possibility of the bias of the interviewer is relatively 

more. 

6. Questions have to be short and to the point; probes are 

difficult to handle. 

2.3.4. Collection of Data through Schedules 

This method of data collection is very much like the 

collection of data through questionnaire, with little difference 

which lies in the fact that schedules (proforma containing a set 

of questions) are being filled in by the enumerators who are 

specially appointed for the purpose.  

This method requires the selection of enumerators for 

filling up schedules or assisting respondents to fill up schedules 

and as such enumerators should be very carefully selected. The 

enumerators should be trained to perform their job well and the 

nature and scope of the investigation should be explained to 

them thoroughly so that they may well understand the 

implications of different questions put in the schedule.  

This method of data collection is very useful in extensive 

enquiries and can lead to fairly reliable results. It is, however, 
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very expensive and is usually adopted in investigations 

conducted by governmental agencies or by some big 

organizations. Population census all over the world is conducted 

through this method. 

Distinction (or) Difference between Questionnaires and 

Schedules: 

 

S.No. Points of Difference Questionnaire  Schedule 

1 Nature of Data 

Collection 

Indirect method 

(Impersonal) sent through 

mail 

Direct Method i.e., Researcher 

himself / herself 

Collection the schedule 

2 Cost  Relatively cheap as it 

 money only preparation of 

questionnaire and mailing 

the same 

More expensive as it money 

not only preparation of 

schedule but also appoint of 

enumerators  

3 Non-response High  Low 

4 Target Respondent Clearly known  Clearly not known  

5 Time very slow Speed (well in time) 

6 Personal Contact Not Possible Possible 

7 Applicability Literate Illiterate 

8 Scope Wider Narrow 

9 Risk of Collecting 

Incomplete  Data 

More  Very less 

10 Success  Depends on  quality of  

questionnaire itself 

Depends on honesty and 

competence of enumerators 

11 Appearance (physical) 

of questionnaire 

Attractive should be Not necessary  
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12 Combination of 

methods 

No Combination possible Observation method also 

possible along with 

questionnaires 

  

2.4. Measurement in Research: 

In our daily life we are said to measure when we use some 

yardstick to determine weight, height, or some other feature of a 

physical object. We also measure when we judge how well we 

like a song, a painting or the personalities of our friends. We, 

thus, measure physical objects as well as abstract concepts. 

Measurement is a relatively complex and demanding task, 

specially so when it concerns qualitative or abstract phenomena. 

By measurement we mean the process of assigning numbers to 

objects or observations, the level of measurement being a 

function of the rules under which the numbers are assigned. 

It is easy to assign numbers in respect of properties of some 

objects, but it is relatively difficult in respect of others. . 

Technically speaking, measurement is a process of 

mapping aspects of a domain onto other aspects of a range 

according to some rule of correspondence. In measuring, we 

devise some form of scale in the range (in terms of set theory, 

range may refer to some set) and then transform or map the 
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properties of objects from the domain (in terms of set theory, 

domain may refer to some other set) onto this scale.  

For example, in case we are to find the male to female 

attendance ratio while conducting a study of persons who attend 

some show, then we may tabulate those who come to the show 

according to sex. In terms of set theory, this process is one of 

mapping the observed physical properties of those coming to the 

show (the domain) on to a sex classification (the range).  The 

rule of correspondence is: If the object in the domain appears to 

be male, assign to “0” and if female assign to “1”.  

Similarly, we can record a person’s marital status as 1, 2, 3 

or 4, depending on whether the person is single, married, 

widowed or divorced. We can as well record “Yes or No” 

answers to a question as “0” and “1” (or as 1 and 2 or perhaps as 

59 and 60). In this artificial or nominal way, categorical data 

(qualitative or descriptive) can be made into numerical data and 

if we thus code the various categories, we refer to the numbers 

we record as nominal data. Nominal data are numerical in name 

only, because they do not share any of the properties of the 

numbers we deal in ordinary arithmetic.  
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For instance if we record marital status as 1, 2, 3, or 4 as 

stated above, we cannot write 4 > 2 or 3 < 4 and we cannot write 

3 – 1 = 4 – 2, 1 + 3 = 4 or 4 ¸ 2 = 2. In those situations when we 

cannot do anything except set up inequalities, we refer to the 

data as ordinal data.  

2.4.1 Measurement Scales: 

From what has been stated above, we can write that scales of 

measurement can be considered in terms of their mathematical 

properties.  

The most widely used classification of measurement scales are:  

 (a) Nominal scale 

 (b) Ordinal scale 

 (c) Interval scale and  

 (d) Ratio scale. 

(a) Nominal scale: Nominal scale is simply a system of 

assigning number symbols to events in order to label them. 

The usual example of this is the assignment of numbers of 

basketball players in order to identify them. Such numbers 

cannot be considered to be associated with an ordered scale 

for their order is of no consequence; the numbers are just 

convenient labels for the particular class of events and as 
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such have no quantitative value. Nominal scales provide 

convenient ways of keeping track of people, objects and 

events. One cannot do much with the numbers involved.  

 For example, one cannot usefully average the numbers 

on the back of a group of football players and come up with 

a meaningful value. Neither can one usefully compare the 

numbers assigned to one group with the numbers assigned 

to another. The counting of members in each group is the 

only possible arithmetic operation when a nominal scale is 

employed. Accordingly, we are restricted to use mode as 

the measure of central tendency. There is no generally used 

measure of dispersion for nominal scales.  

 Chi-square test is the most common test of statistical 

significance that can be utilized, and for the measures of 

correlation, the contingency coefficient can be worked out. 

Nominal scale is the least powerful level of measurement. 

It indicates no order or distance relationship and has no 

arithmetic origin. A nominal scale simply describes 

differences between things by assigning them to categories. 

Nominal data are, thus, counted data. The scale wastes any 

information that we may have about varying degrees of 
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attitude, skills, understandings, etc. In spite of all this, 

nominal scales are still very useful and are widely used in 

surveys and other ex-post-facto research when data are 

being classified by major sub-groups of the population.  

(b) Ordinal scale: The lowest level of the ordered scale 

that is commonly used is the ordinal scale. The ordinal 

scale places events in order, but there is no attempt to make 

the intervals of the scale equal in terms of some rule. Rank 

orders represent ordinal scales and are frequently used in 

research relating to qualitative phenomena. A student’s 

rank in his graduation class involves the use of an ordinal 

scale. One has to be very careful in making statement about 

scores based on ordinal scales. For instance, if Ram’s 

position in his class is 10 and Mohan’s position is 40, it 

cannot be said that Ram’s position is four times as good as 

that of Mohan. The statement would make no sense at all.  

Ordinal scales only permit the ranking of items from 

highest to lowest. Ordinal measures have no absolute 

values, and the real differences between adjacent ranks may 

not be equal. All that can be said is that one person is 

higher or lower on the scale than another, but more precise 
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comparisons cannot be made. Thus, the use of an ordinal 

scale implies a statement of ‘greater than’ or ‘less than’ (an 

equality statement is also acceptable) without our being 

able to state how much greater or less.  

The real difference between ranks 1 and 2 may be more or 

less than the difference between ranks 5 and 6. Since the 

numbers of this scale have only a rank meaning, the 

appropriate measure of central tendency is the median. A 

percentile or quartile measure is used for measuring 

dispersion. Correlations are restricted to various rank order 

methods. Measures of statistical significance are restricted 

to the non-parametric methods. 

(c) Interval scale: In the case of interval scale, the 

intervals are adjusted in terms of some rule that has been 

established as a basis for making the units equal. The units 

are equal only in so far as one accepts the assumptions on 

which the rule is based. Interval scales can have an 

arbitrary zero, but it is not possible to determine for them 

what may be called an absolute zero or the unique origin.  

The primary limitation of the interval scale is the lack of a 

true zero; it does not have the capacity to measure the 
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complete absence of a trait or characteristic.  The 

Fahrenheit scale is an example of an interval scale and 

shows similarities in what one can and cannot do with it. 

One can say that an increase in temperature from 30° to 40° 

involves the same increase in temperature as an increase 

from 60° to 70°, but one cannot say that the temperature of 

60° is twice as warm as the temperature of 30° because 

both numbers are dependent on the fact that the zero on the 

scale is set arbitrarily at the temperature of the freezing 

point of water.  

The ratio of the two temperatures, 30° and 60°, means 

nothing because zero is an arbitrary point. Interval scales 

provide more powerful measurement than ordinal scales for 

interval scale also incorporates the concept of equality of 

interval. As such more powerful statistical measures can be 

used with interval scales. Mean is the appropriate measure 

of central tendency, while standard deviation is the most 

widely used measure of dispersion. Product moment 

correlation techniques are appropriate and the generally 

used tests for statistical significance are the‘t’ test and ‘F’ 

test. 
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(d) Ratio scale: Ratio scales have an absolute or true zero 

of measurement. The term ‘absolute zero’ is not as precise 

as it was once believed to be. We can conceive of an 

absolute zero of length and similarly we can conceive of an 

absolute zero of time. For example, the zero point on a 

centimeter scale indicates the complete absence of length or 

height. But an absolute zero of temperature is theoretically 

unobtainable and it remains a concept existing only in the 

scientist’s mind.  

The number of minor traffic-rule violations and the number 

of incorrect letters in a page of type script represent scores 

on ratio scales. Both these scales have absolute zeros and as 

such all minor traffic violations and all typing errors can be 

assumed to be equal in significance. With ratio scales 

involved one can make statements like “Jyoti’s” typing 

performance was twice as good as that of “Reetu.”  

The ratio involved does have significance and facilitates a 

kind of comparison which is not possible in case of an 

interval scale. Ratio scale represents the actual amounts of 

variables. Measures of physical dimensions such as weight, 

height, distance, etc. are examples. Generally, all statistical 
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techniques are usable with ratio scales and all 

manipulations that one can carry out with real numbers can 

also be carried out with ratio scale values. Multiplication 

and division can be used with this scale but not with other 

scales mentioned above.  

Geometric and harmonic means can be used as measures of 

central tendency and coefficients of variation may also be 

calculated. Thus, proceeding from the nominal scale (the 

least precise type of scale) to ratio scale (the most precise), 

relevant information is obtained increasingly. If the nature 

of the variables permits, the researcher should use the scale 

that provides the most precise description. Researchers in 

physical sciences have the advantage to describe variables 

in ratio scale form but the behavioral sciences are generally 

limited to describe variables in interval scale form, a less 

precise type of measurement. 

2.4.2. Comparison of nominal scale, ordinal scale, interval scale 

and ratio scale. 
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Scale  Basic characteristics Common examples Marketing examples 

Nominal Numbers identity and 

classify objects 

Social security nos., 

numbering of football 

players 

Brand nos.,  

Store types 

Ordinal Numbers indicate the 

relative positions of 

objects but not the 

magnitude of differences 

between them  

Quality rankings, 

rankings of teams in a 

tournament 

Preference Rankings, 

Market position, 

 Social class 

Interval differences between 

objects can be compared, 

zero point is arbitrary 

Temperature 

 (Fahrenheit) 

(Celsius)  

Attitudes, 

Opinions, 

Index numbers 

Ratio Zero point is fixed, ratios 

of scale values can be 

compared 

Length,  

Weight. 

Age, Sales, Income, 

costs. 

 

2.4.3. Scale construction techniques:Following are the five 

main techniques by which scales can be developed. 

(i) Arbitrary approach:It is an approach where scale is 

developed on ad hoc basis. This is the most widely used 

approach. It is presumed that such scales measure the 

concepts for which they have been designed, although there 

is little evidence to support such an assumption. 

(ii) Consensus approach:Here a panel of judges evaluate 

the items chosen for inclusion in the instrument in terms of 
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whether they are relevant to the topic area and 

unambiguous in implication. 

(iii) Item analysis approach:Under it a number of 

individual items are developed into a test which is given to 

a group of respondents. After administering the test, the 

total scores are calculated for everyone. Individual items 

are then analyzed to determine which items discriminate 

between persons or objects with high total scores and those 

with low scores. 

(iv) Cumulative scales approach:are chosen on the basis 

of their conforming to some ranking of items with 

ascending and descending discriminating power. For 

instance, in such a scale the endorsement of an item 

representing an extreme position should also result in the 

endorsement of all items indicating a less extreme position. 

(vi) Factor scales approach:may be constructed on the basis 

of inter correlations of items which indicate that a common 

factor accounts for the relationship between items. This 

relationship is typically measured through factor analysis 

method. 
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2.5. Administration of survey:  

2.5.1. Differential Scales (or  Thurstone-type  Scales) 

The name of L.L. Thurstone is associated with differential scales 

which have been developed using consensus scale approach. 

Under this approach the selection of items is made by a panel of 

judges who evaluate the items in terms of whether they are 

relevant to the topic area and unambiguous in implication. 

 The detailed procedure is as under: 

(a) The researcher gathers a large number of statements, 

usually twenty or more, that express various points of view 

toward a group, institution, idea, or practice (i.e., 

statements belonging to the topic area). 

(b) These statements are then submitted to a panel of 

judges, each of whom arranges them in eleven groups or 

piles ranging from one extreme to another in position. Each 

of the judges is requested to place generally in the first pile 

the statements which he thinks are most unfavourable to the 

issue, in the second pile to place those statements which he 

thinks are next most unfavourable and he goes on doing so 

in this manner till in the eleventh pile he puts the 

statements which he considers to be the most favourable. 
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(c) This sorting by each judge yields a composite position 

for each of the items. In case of marked disagreement 

between the judges in assigning a position to an item, that 

item is discarded. 

(d) For items that are retained, each is given its median 

scale value between one and eleven as established by the 

panel. In other words, the scale value of any one statement 

is computed as the ‘median’ position to which it is assigned 

by the group of judges. 

(e) A final selection of statements is then made. For this 

purpose a sample of statements, whose median scores are 

spread evenly from one extreme to the other is taken. The 

statements so selected, constitute the final scale to be 

administered to respondents. The position of each statement 

on the scale is the same as determined by the judges. 

After developing the scale as stated above, the respondents 

are asked during the administration of the scale to check the 

statements with which they agree. The median value of the 

statements that they check is worked out and this establishes 

their score or quantifies their opinion. It may be noted that in the 

actual instrument the statements are arranged in random order of 
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scale value. If the values are valid and if the opinionnaire deals 

with only one attitude dimension, the typical respondent will 

choose one or several contiguous items (in terms of scale values) 

to reflect his views. However, at times divergence may occur 

when a statement appears to tap a different attitude dimension. 

 

Merits of Thurstone Method: 

 This method has been widely used for developing 

differential scales which are utilized to measure attitudes 

towards varied issues like war, religion, etc.  

 Such scales are considered most appropriate and reliable 

when used for measuring a single attitude.  

Demerits of Thurstone Method: 

 To their use is the cost and effort required to develop them.  

 Another weakness of such scales is that the values assigned 

to various statements by the judges may reflect their own 

attitudes.  

 The method is not completely objective; it involves 

ultimately subjective decision process.  
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2.5.2. Summated Scales (or Likert-type Scales) or Likert- 5 

point scale:  

Summated scales (or Likert-type scales) are developed by 

utilizing the item analysis approach wherein a particular item is 

evaluated on the basis of how well it discriminates between 

those persons whose total score is high and those whose score is 

low. Those items or statements that best meet this sort of 

discrimination test are included in the final instrument. 

Thus, summated scales consist of a number of statements 

which express either a favourable or unfavourable attitude 

towards the given object to which the respondent is asked to 

react. The respondent indicates his agreement or disagreement 

with each statement in the instrument. Each response is given a 

numerical score, indicating its favourableness or 

unfavourableness, and the scores are totaled to measure the 

respondent’s attitude. In other words, the overall score 

represents the respondent’s position on the continuum of 

favourable-unfavourableness towards an issue. 

Most frequently used summated scales in the study of social 

attitudes follow the pattern devised by Likert. For this reason 

they are often referred to as Likert-type scales. In a Likert scale, 
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the respondent is asked to respond to each of the statements in 

terms of several degrees, usually five degrees (but at times 3 or 

7 may also be used) of agreement or disagreement. For example, 

when asked to express opinion whether one considers his job 

quite pleasant, the respondent may respond in any one of the 

following ways:  

 

(i) strongly agree - 5 

(ii)  agree - 4 

(iii)  Undecided - 3 

(iv)  Disagree - 2 

(v)  Strongly disagree - 1 

We find that these five points constitute the scale. At one 

extreme of the scale there is strong agreement with the given 

statement and at the other, strong disagreement, and between 

them lie intermediate points. We may illustrate this as under: 

Each point on the scale carries a score. Response indicating the 

least favourable degree of job satisfaction is given the least score 

(say 1) and the most favourable is given the highest score (say 

5). 
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These score—values are normally not printed on the instrument 

but are shown here just to indicate the scoring pattern. The 

Likert scaling technique, thus, assigns a scale value to each of 

the five responses. The same thing is done in respect of each and 

every statement in the instrument. This way the instrument 

yields a total score for each respondent, which would then 

measure the respondent’s favourableness toward the given point 

of view. If the instrument consists of, say 30 statements, the 

following score values would be revealing. 

30 × 5 = 150 Most favourable response possible, 

30 × 4 = 120 favorable response 

30 × 3 = 90 A neutral attitude 

30 × 2 = 60 unfavourableattitude 

30 × 1 = 30 Most unfavourable attitude. 

The scores for any individual would fall between 30 and 150. If 

the score happens to be above 90, it shows favourable opinion to 

the given point of view, a score of below 90 would mean 

unfavourable opinion and a score of exactly 90 would be 

suggestive of a neutral attitude. 

Procedure:The procedure for developing a Likert-type scale is 

as follows: 
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(i) As a first step, the researcher collects a large number of 

statements which are relevant to the attitude being studied 

and each of the statements expresses definite 

favourableness or unfavourableness to a particular point of 

view or the attitude and that the number of favourable and 

unfavourable statements is approximately equal. 

(ii) After the statements have been gathered, a trial test 

should be administered to a number of subjects. In other 

words, a small group of people, from those who are going 

to be studied finally, are asked to indicate their response to 

each statement by checking one of the categories of 

agreement or disagreement using a five point scale as stated 

above. 

(iii) The response to various statements are scored in such a 

way that a response indicative of the most favourable 

attitude is given the highest score of 5 and that with the 

most unfavourable attitude is given the lowest score, say, of 

1. 

(iv) Then the total score of each respondent is obtained by 

adding his scores that he received for separate statements. 



99 
 

(v) The next step is to array these total scores and find out 

those statements which have a high discriminatory power. 

For this purpose, the researcher may select some part of the 

highest and the lowest total scores, say the top 25 per cent 

and the bottom 25 per cent. These two extreme groups are 

interpreted to represent the most favourable and the least 

favourable attitudes and are used as criterion groups by 

which to evaluate individual statements. This Stronglyagree 

(1)Agree(2)Undecided(3)Disagree(4)Stronglydisagree (5) 

way we determine which statements consistently correlate 

with low favourability and which with high favourability. 

(vi) Only those statements that correlate with the total test 

should be retained in the final instrument and all others 

must be discarded from it. 

Advantages: The Likert-type scale has several advantages. 

Mention may be made of the important ones. 

(a) It is relatively easy to construct the Likert-type scale in 

comparison to Thurstone-type scale because Likert-type 

scale can be performed without a panel of judges. 

(b) Likert-type scale is considered more reliable because 

under it respondents answer each statement included in the 
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instrument. As such it also provides more information and 

data than does the Thurstone-type scale. 

(c) Each statement, included in the Likert-type scale, is 

given an empirical test for discriminating ability and as 

such, unlike Thurstone-type scale, the Likert-type scale 

permits the use of statements that are not manifestly related 

(to have a direct relationship) to the attitude being studied. 

(d) Likert-type scale can easily be used in respondent-

centred and stimulus-centred studies 

i.e., through it we can study how responses differ between 

people and how responses differ between stimuli. 

(e) Likert-type scale takes much less time to construct, it is 

frequently used by the students of opinion research. 

Moreover, it has been reported in various research studies* 

that there is high degree of correlation between Likert-type 

scale and Thurstone-type scale. 

Limitations:There are several limitations of the Likert-type 

scale as well.  

 Likert- 5 point scale, we can simply examine whether 

respondents are more or less favourable to a topic, but we 

cannot tell how much more or less they are.  
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 There is no basis for belief that the five positions indicated 

on the scale are equally spaced. The interval between 

‘strongly agree’ and ‘agree’, may not be equal to the 

interval between “agree” and “undecided”. This means that 

Likert scale does not rise to a stature more than that of an 

ordinal scale, whereas the designers of Thurstone scale 

claim the Thurstone scale to be an interval scale.  

 One further disadvantage is that often the total score of an 

individual respondent has little clear meaning since a given 

total score can be secured by a variety of answer patterns.  

 It is unlikely that the respondent can validly react to a short 

statement on a printed form in the absence of real-life 

qualifying situations.  

 Moreover, there “remains a possibility that people may 

answer according to what they think they should feel rather 

than how they do feel.”  

 

 

2.6. Sample Design: 

A sample design is a definite plan for obtaining a sample 

from a given population. It refers to the technique or the 
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procedure the researcher would adopt in selecting items for the 

sample. Sample design may as well lay down the number of 

items to be included in the sample i.e., the size of the sample. 

Sample design is determined before data are collected.  

Researcher must select/prepare a sample design which should be 

reliable and appropriate for his research study. 

Steps in Sample Design: 

While developing a sampling design, the researcher must pay 

attention to the following points: 

(i) Type of universe: The first step in developing any sample 

design is to clearly define the set of objects, technically called 

the Universe, to be studied. The universe can be finite or 

infinite. In finite universe the number of items is certain, but in 

case of an infinite universe the number of items is infinite, i.e., 

we cannot have any idea about the total number of items. The 

population of a city, the number of workers in a factory and the 

like are examples of finite universes, whereas the number of 

stars in the sky, listeners of a specific radio programme, 

throwing of a dice etc. are examples of infinite universes. 

(ii) Sampling unit: A decision has to be taken concerning a 

sampling unit before selecting sample. Sampling unit may be a 
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geographical one such as state, district, village, etc., or a 

construction unit such as house, flat, etc., or it may be a social 

unit such as family, club, school, etc., or it may be an individual. 

The researcher will have to decide one or more ofsuch units that 

he has to select for his study. 

(iii) Source list: It is also known as ‘sampling frame’ from 

which sample is to be drawn. It contains the names of all items 

of a universe (in case of finite universe only). If source list is not 

available, researcher has to prepare it. Such a list should be 

comprehensive, correct, reliable and appropriate. It is extremely 

important for the source list to be as representative of the 

population as possible. 

(iv) Size of sample: This refers to the number of items to be 

selected from the universe to constitute a sample. This is a major 

problem before a researcher. The size of sample should neither 

be excessively large, nor too small. It should be optimum. An 

optimum sample is one which fulfills the requirements of 

efficiency, representativeness, reliability and flexibility. While 

deciding the size of sample, researcher must determine the 

desired precision as also an acceptable confidence level for the 

estimate. The size of population variance needs tobe considered 
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as in case of larger variance usually a bigger sample is needed. 

The size of population must be kept in view for this also limits 

the sample size. The parameters of interest in a research study 

must be kept in view, while deciding the size of the sample. 

Costs to dictate the size of sample that we can draw. As such, 

budgetary constraint must invariably be taken into consideration 

when we decide the sample size. 

(v) Parameters of interest: In determining the sample design, 

one must consider the question of the specific population 

parameters which are of interest. For instance, we may be 

interested in estimating the proportion of persons with some 

characteristic in the population, or we may be interested in 

knowing some average or the other measure concerning then 

population. There may also be important sub-groups in the 

population about whom we would like to make estimates. All 

this has a strong impact upon the sample design we would 

accept. 

(vi) Budgetary constraint: Cost considerations, from practical 

point of view, have a major impact upon decisions relating to 

not only the size of the sample but also to the type of sample. 

This fact can even lead to the use of a non-probability sample. 
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(vii) Sampling procedure: Finally, the researcher must decide 

the type of sample he will use 

i.e., he must decide about the technique to be used in selecting 

the items for the sample. Infarct, this technique or procedure 

stands for the sample design itself. There are several sample 

designs (explained in the pages that follow) out of which the 

researcher must choose one for his study. Obviously, he must 

select that design which, for a given sample size and for a given 

cost, has a smaller sampling error. 

Different Types of Sample Designs: 

 Unrestricted Sample 

I. On the Basis  Element of selection  

      Restricted Sampling 

 

             Probability sampling 

I. On the Basis  of Representation  

              Non-probability sampling 

 

The following chart exhibits the sample designs as explained 

above. Thus, sample designs are basically of three types viz. 

1) Probability sampling, 

2) Non-Probability sampling and 

3) Mixed Sampling 
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Probability Sampling: 

Probability sampling is also known as ‘choice sampling’ or 

‘random sampling’. Under this sampling design, every item of 

the universe has an equal chance of being included in the 

sample. In a way, it is a lottery method under which individual 

units are selected from the whole group, not deliberately, but by 

using some mechanical process. Therefore, only chance would 

determine whether an item or the other would be included in the 

sample or not. The results obtained from probability or random 

sampling would be assured in terms of probability. That is, the 

researcher can measure the errors of estimation or the 

significance of results obtained from the random sample. This is 

the superiority of random sampling design over the deliberate 

sampling design.  

Random sampling satisfies the law of statistical regularity, 

according to which if on an average the sample chosen is 

random, then it would have the same composition and 

characteristics of the universe. 

 

 

 

Types of Sampling 

 

Random / Probability Sampling 

 

Non-random / Probability 
Sampling 

 

 

Mixed Sampling 

 

Simple Cluster Stratified Quota 
Systematic 

Sampling 
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This is the reason why the random sampling method is 

considered the best technique of choosing a representative 

sample.The following are the implications of the random 

sampling: 

 it provides each element in the population an equal 

probable chance of being chosen in the sample, with all 

choices being independent of one another and 

 It offers each possible sample combination an equal 

probable opportunity of being selected. 

Simple Random Sampling (SRS) :– The most commonly used 

method of selecting a probability sample. In line with the 

definition of randomization, whereby each element in the 
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population isgiven an equal and independent chance of 

selection, let us take example of the class. There are 80 students 

in the class, and so the first step is to identify each student by a 

number from 1 to 80. Suppose you decide to select a sample of 

20 using the simple random sampling technique. Use the 

fishbowl draw, the table for random numbers or a computer 

program to select the 20 students. These 20 students become the 

basis of your enquiry. 

Method of Selecting a Random Sample:  

The process of selecting a random sample involves writing the 

name of each element of a finite population on a slip of paper 

and putting them into a box or a bag. Then they have to be 

thoroughly mixed and then the required number of slips for the 

sample can be picked one after the other without replacement. 

While doing this, it has to be ensured that in successive 

drawings each of the remaining elements of the population has 

an equal chance of being chosen. This method results in the 

same probability for each possible sample 

Stratified random sampling: – As discussed, the accuracy of 

your estimate largely depends on the extent of variability or 

heterogeneity of the study population with respect to the 
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characteristics that have a strong correlation with what you are 

trying to It follows; therefore, that if the heterogeneity in the 

population can be reduced by some means for a given sample 

size you can achieve greater accuracy in your estimate. Stratified 

random sampling is based upon this logic. 

In stratified random sampling the researcher attempts to 

stratify the population in such a way that the population within a 

stratum is homogeneous with respect to the characteristic on the 

basis of which it is being stratified. It is important that the 

characteristics chosen as the basis of stratification are clearly 

identifiable in the study population. For example, it is much 

easier to stratify a population on the basis of gender than on the 

basis of age, income or attitude. It is also important for the 

characteristic that becomes the basis of stratification to be 

related to the main variable that you are exploring.  

Once the sampling population has been separated into no 

overlapping groups, you select the required number of elements 

from each stratum, using the simple random sampling technique.  

There are two types of stratified sampling:  

Proportionate Stratified Sampling:-With proportionate 

stratified sampling, the number of elements from each stratum in 
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relation to its proportion in the total population is selected, For 

example, if the final year MBA students of the management 

faculty of a university consist of the following specialization 

groups: 

Specialization Stream No. of Students Proportion of each stream. 

 Production 40 0.4 

Finance 20 0.2 

Marketing 30 0.3 

Rural Development 10 0.1 

Total 100 1.0 

The researcher wants to draw an overall sample of 30, then the strata sample sizes would be: 

Strata  Sample Size 

Production   30 x 0.4 = 12 

Finance  30 x 0.2 = 6 

 Marketing  30 x 0.3 = 9 

Rural Development  30 x 0.1 = 3 

Total 30 

 

Thus, proportionate sampling gives proper representation to 

each stratum and its statistical efficiency is generally higher. 

This method is, therefore, very popular. 

Disproportionate Stratified Sampling: 

 In disproportionate stratified sampling, consideration is not 

given to the size of the stratum.  

Complex Random Sampling Designs:  
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 Under restricted sampling technique, the probability 

sampling may result in complex random sampling designs. Such 

designs are known as mixed sampling designs. Many of such 

designs may represent a combination of non-probability and 

probability sampling procedures in choosing a sample.  

Some of the prominent complex random sampling designs are as 

follows: 

Stratified Sampling:  

 When a population from which a sample is to be selected 

does not comprise a homogeneous group, stratified sampling 

technique is generally employed for obtaining a representative 

sample. Under stratified sampling, the population is divided into 

many sub-populations in such a manner that they are 

individually more homogeneous than the rest of the total 

population. Then, items are selected from each stratum to form a 

sample. As each stratum is more homogeneous than the 

remaining total population, the researcher is able to obtain a 

more precise estimate for each stratum and by estimating each of 

the component parts more accurately; he/she is able to obtain a 

better estimate of the whole. In sum, stratified sampling method 

yields more reliable and detailed information. 
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Cluster Sampling:  

 When the total area of research interest is large, a 

convenient way in which a sample can be selected is to divide 

the area into a number of smaller non-overlapping areas and 

then randomly selecting a number of such smaller areas. In the 

process, the ultimate sample would consist of all the units in 

these small areas or clusters. Thus in cluster sampling, the total 

population is sub-divided into numerous relatively smaller 

subdivisions, which in themselves constitute clusters of still 

smaller units. And then, some of such clusters are randomly 

chosen for inclusion in the overall sample. Some illustrations of 

clusters are: 

 

 

Population  Elements  Cluster or sampling units 

City  Households  Blocks 

City   Individuals  Households 

Affiliating University  Students  Affiliated colleges 

Rural areas  Households  Villages 

Industrial areas  Industrial unit  Industrial estates 

 

Area Sampling:  
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When clusters are in the form of some geographic subdivisions, 

then cluster sampling is termed as area sampling. That is, when 

the primary sampling unit represents a cluster of units based on 

geographic area, the cluster designs are distinguished as area 

sampling. The merits and demerits of cluster sampling are 

equally applicable to area sampling. 

Multi-Stage Sampling:  

A further development of the principle of cluster sampling is 

multi-stage sampling. When the researcher desires to investigate 

the working efficiency of nationalized banks in India and a 

sample of few banks is required for this purpose, the first stage 

would be to select large primary sampling unit like the states in 

the country. Next, certain districts may be selected and all banks 

interviewed in the chosen districts. This represents a two-stage 

sampling design, with the ultimate sampling units being clusters 

of districts.  

On the other hand, if instead of taking census of all banks within 

the selected districts, the researcher chooses certain towns and 

interviews all banks in it, this would represent three-stage 

sampling design. Again, if instead of taking a census of all 

banks within the selected towns, the researcher randomly selects 



114 
 

sample banks from each selected town, then it represents a case 

of using a four-stage sampling plan. Thus, if the researcher 

selects randomly at all stages, then it is called as multi-stage 

random sampling design. 

Sampling with Probability Proportional to Size:  

When the case of cluster sampling units does not have exactly or 

approximately the same number of elements, it is better for the 

researcher to adopt a random selection process, where the 

probability of inclusion of each cluster in the sample tends to be 

proportional to the size of the cluster. For this, the number of 

elements in each cluster has to be listed, irrespective of the 

method used for ordering it. Then the researcher should 

systematically pick the required number of elements from the 

cumulative totals.  

The actual numbers thus chosen would not however reflect 

the individual elements, but would indicate as to which cluster 

and how many from them are to be chosen by using simple 

random sampling or systematic sampling. The outcome of such 

sampling is equivalent to that of simple random sample. The 

method is also less cumbersome and is also relatively less 

expensive.  
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Thus, a researcher has to pass through various stages of 

conducting research once the problem of interest has been 

selected. Research methodology familiarizes a researcher with 

the complex scientific methods of conducting research, which 

yield reliable results that are useful to policy-makers, 

government, industries etc. in decision-making. 

Non-Probability Sampling:  

Non-probability sampling is the sampling procedure that does 

not afford any basis for estimating the probability that each item 

in the population would have an equal chance of being included 

in the sample. Non-probability sampling is also known as 

deliberate sampling, judgment sampling and purposive 

sampling. Under this type of sampling, the items for the sample 

are deliberately chosen by the researcher; and his/her choice 

concerning the choice of items remains supreme. In other words, 

under non-probability sampling the researchers select a 

particular unit of the universe for forming a sample on the basis 

that the small number that is thus selected out of a huge one 

would be typical or representative of the whole population.  
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For example, to study the economic conditions of people 

living in a state, a few towns or village may be purposively 

selected for an intensive study based on the principle that they 

are representative of the entire state. In such a case, the 

judgment of the researcher of the study assumes prime 

importance in this sampling design. 

Quota Sampling:  

Quota sampling is also an example of non-probability sampling. 

Under this sampling, the researchers simply assume quotas to be 

filled from different strata, with certain restrictions imposed on 

how they should be selected. This type of sampling is very 

convenient and is relatively less expensive. However, the 

samples selected using this method certainly do not satisfy the 

characteristics of random samples. They are essentially 

judgment samples and inferences drawn based on that, would 

not be amenable to statistical treatment in a formal way. 

Accidental sampling: 

Accidental sampling is also based upon convenience in 

accessing the sampling population. Whereas quota sampling 

attempts to include people possessing an obvious/visible 

characteristic, accidental sampling makes no such attempt. You 
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stop collecting data when you reach the required number of 

respondents you decided to have in your sample. This method of 

sampling is common among market research and newspaper 

reporters. It has more or less the same advantages and 

disadvantages as quota sampling but, in addition, as you are not 

guided by any obvious characteristics, some people contacted 

may not have the required information. 

Judge mental or purposive sampling: 

The primary consideration in purposive sampling is your 

judgment as to who can provide the best information to achieve 

the objectives of your study. You as a researcher only go to 

those people who in your opinion are likely to have the required 

information and be willing to share it with you. This type of 

sampling is extremely useful when you want to construct a 

historical reality, describe a phenomenon or develop something 

about which only a little is known. This sampling strategy is 

more common in qualitative research, but when you use it in 

quantitative research you select a predetermined number of 

people who, in your judgement, are best positioned to provide 

you the needed information for your study. 

Snowball sampling: 
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Snowball sampling is the process of selecting a sample using 

networks. To start with, a few individuals in a group or 

organization are selected and the required information is 

collected from them. They are then asked to identify other 

people in the group or organization, and the people selected by 

them become a part of the sample. Information is collected from 

them, and then these people are asked to identify other members 

of the group and, in turn, those identified become the basis of 

further data collection. This process is continued until the 

required number or a saturation point has been reached, in 

terms of the information being sought. This sampling technique 

is useful if you know little about the group or organisation you 

wish to study, as you need only to make contact with a few 

individuals, who can then direct you to the other members of the 

group. This method of selecting a sample is useful for studying 

communication patterns, decision making or diffusion of 

knowledge within a group. There are disadvantages to this 

technique, however. The choice of the entire sample rests upon 

the choice of individuals at the first stage. If they belong to a 

particular faction or have strong biases, the study may be biased. 
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Also, it is difficult to use this technique when the sample 

becomes fairly large. 

 

Expert sampling: 

The only difference between judgmental sampling and expert 

sampling is that in the case of the former it is entirely your 

judgement as to the ability of the respondents to contribute to 

the study. But in the case of expert sampling, your respondents 

must be known experts in the field of interest to you. This is 

again used in both types of research but more so in qualitative 

research studies. When you use it in qualitative research, the 

number of people you talk to is dependent upon the data 

saturation point whereas in quantitative research you decide on 

the number of experts to be contacted without considering the 
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saturation point. You first identify persons with demonstrated or 

known expertise in an area of interest to you, seek their consent 

for participation, and then collect the information either 

individually or collectively in the form of a group. 

Systematic Sampling:  

In some cases, the best way of sampling is to select every first 

item on a list. Sampling of this kind is called as systematic 

sampling. An element of randomness is introduced in this type 

of sampling by using random numbers to select the unit with 

which to start. For example, if a 10 per cent sample is required 

out of 100 items, the first item would be selected randomly from 

the first low of item and thereafter every 10th item. In this kind 

of sampling, only the first unit is selected randomly, while rest 

of the units of the sample is chosen at fixed intervals. 

 

 

 

Short Questions 

1. Secondary data 

2. What is a schedule?  Explain 

3. What is data classification? 
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4. Types of errors  

5. Kinds of data  

6. Sample design  

7. Random sample 

8. Need for survey  

9. Exploratory research 

10. Quota sampling 

11. Qualities of a good questionnaire  

12. Experimental research 

13. Systematic sampling 

14. Explain the sources of information 

15. How can you determine sample size?  

16. Sources of information 

Essay Questions 

1. What is a questionnaire?  Explain the qualities of a good questionnaire. 

2. What is sampling? Explain the probability sampling techniques in detail 

3. Elucidate the ex- post facto research 

4. Distinguish between measurement and evaluation. 

5. Difference between questionnaire and schedule  

6. What is data?  Explain primary data collection methods in briefly  

7. What is a questionnaire? Explain the general structure of a questionnaire. 

8. What is the need for data collection? Kinds of data and point out where is a source of 

information. 

9. What is the schedule? Discuss its validity of schedule as a data. 

10. Explain various sampling methods. 

11. Explain primary data collection methods in detail  

 

 

 

Unit – III: Tabulation and Data Analysis 
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3.1. Tabulation and Cross Tabulation of Data 

3.2. Univariate, 

3.3. Bivariate 

3.4 Data - Analysis and Interpretation  

3.5. Testing of Hypothesis- 

3.6. SPSS Packages and Applications 

 

3.1 Tabulation of Data:Tabulation is a systematic & logical 

presentation of numeric data in rows and columns, to facilitate 

comparison and statistical analysis. To put it in other words, the 

method of placing organised data into a tabular form is called 

as tabulation. Tables can be classified according to their purpose 

and characteristics used. 

Tabulation comprises sorting of the data into different 

categories and counting the number of cases that belong to each 

category. The simplest way to tabulate is to count the number of 

responses to one question. This is also called univariate 

tabulation. The analysis based on just one variable is obviously 

meager. Where two or more variables are involved in tabulation, 
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it is called bivariate or multivariate tabulation. In marketing 

research, projects generally both types of tabulation are used. 

3.1.1 Definition: 

 Prof. Neiswanger has defined a statistical table as “In a 

systemic organisation of data in columns and rows.” 

 L. K Connor has defined tabulation as the orderly and 

systematic presentation of numerical data in a form 

designed to elucidate the problem under consideration 

3.1.2 Objectives of Tabulation: 

The following are the main objects of tabulation. 

 To make the purpose of enquiry clear tabulation in the 

general scheme of statistics investigation is to arrange in 

easily accessible form. 

 To make significance clear by arranging in form of table 

the significance of data, is made very clear. This is because 

table permits the observation of the whole data in one 

glance. The total information is clear to the view and the 

significance of different parts can easily be followed. 

 To express the data in least space table also permits the 

data to be represented in least possible space, making the 

whole information clear to the view. If it is expressed in 
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form of a passage it would not only be difficult to follow, 

but would require more space too. 

 To make comparison easy mainly because of the 

arrangement of figures in it. When two sets of figures are 

given side by side, it is much easier to form a comparative 

idea of their significance 

3.1.3 Classification of tabulation: 

1. Simple or one-way table  

2. Two way table 

3. Manifold table or Cross Tabulation: 

1. Simple Tabulation or one-way table: 

 A simple or one-way table is the simplest table which 

contains data of one characteristic only. 

 It gives information about one or more groups of 

independent questions. This results, in one way table, 

provides information of one characteristics of data. 

 A simple table is easy to construct and simple to follow. 

The Number of adults in different occupations in a 

locality 

 

Occupations No. of Adults 
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Farmers 100 

Other Farmers 100 

Total 200 

2. Two way table 

 A table, which contains data on two characteristics, is 

called a two way table. 

 Either stub or caption is divided into two co-ordinate 

parts 

 For example the caption may be further divided in 

respect of ‘sex’. This subdivision is shown in two-way 

table, which now contains two characteristics namely, 

occupation and sex. 

The Number of adults in a locality in respect of Occupation 

and Sex 

 

Occupation 

No. of Adults 

 

Total 

Male Female 

Labors 50 50 100 

Total 50 50 100 



126 
 

3. Manifold table or Complex Tabulation or Cross 

Tabulation: 

More and more complex tables can be formed by including 

other characteristics. 

 For example, we may further classify the caption sub-

headings in the above table in respect of “marital status”, 

“religion” and “socio-economic status” etc. A table, which 

has more than two characteristics of data, is considered as a 

manifold table. For instance, table shown below shows 

three characteristics namely, occupation, sex and marital 

status. 

 In this type of tabulation, the data is divided in two or more 

categories which gives information regarding more sets of 

interrelated question. 

The Number of adults in a locality in respect of Occupation, Sex 

and Marital status 

Occupatio

n 

No. of Adults Total 

Male Female 

Marital 

status 

M U Tota

l 

M U Total  
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Labors 30 20 50 40 10 50 100 

Total 30 20 50 40 10 50 100 

Foot note: M Stands for Married and U Stands for Unmarried 

 

3.2. Univariate data analysis 

Univariate data: This type of data consists of only one 

variable. The analysis of univariate data is thus the simplest 

form of analysis since the information deals with only one 

quantity that changes. It does not deal with causes or 

relationships and the main purpose of the analysis is to describe 

the data and find patterns that exist within it. The example of a 

univariate data can be height. 

Height 

(In 

Cm.) 

160 163 169.3 171 175 180 185 

 

suppose that the heights of seven students of a class is recorded 

(figure 1),there is only one variable that is height and it is not 

dealing with any cause or relationship. The description of 

patterns found in this type of data can be made by drawing 
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conclusions using central tendency measures (mean, median and 

mode), dispersion or spread of data (range, minimum, 

maximum, quartiles, variance and standard deviation) and by 

using frequency distribution tables, histograms, pie charts, 

frequency polygon and bar charts. 

 

 3.3. Bivariate data: This type of data involves two different 

variables. The analysis of this type of data deals with causes 

and relationships and the analysis is done to find out the 

relationship among the two variables. Example of bivariate data 

can be temperature and ice cream sales in summer season. 

 

Temperature (In Celsius) Ice Cream Sales (No.) 

23 1700 

26 2400 

36 4800 

47 7100 

 

Suppose the temperature and ice cream sales are the two 

variables of a bivariate data(the above Table ). Here, the 

relationship is visible from the table that temperature and sales 
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are directly proportional to each other and thus related because 

as the temperature increases, the sales also increase. Thus 

bivariate data analysis involves comparisons, relationships, 

causes and explanations. These variables are often plotted on X 

and Y axis on the graph for better understanding of data and one 

of these variables is independent while the other is dependent. 

 Differences between univariate and bivariate data. 

Univariate Data  Bivariate Data 

 involving a single variable 

 does not deal with causes or 

relationships 

 the major purpose of univariate 

analysis is to describe 

 central tendency - mean, mode, 

median  dispersion - range, variance, 

max, min, 

 quartiles, standard deviation.  

frequency distributions 

 bar graph, histogram, pie chart, line 

 graph, box-and-whisker plot 

 involving two variables 

 deals with causes or relationships 

 the major purpose of bivariate 

analysis is to explain 

 analysis of two variables 

simultaneously  correlations 

 comparisons, relationships, causes, 

 explanations  tables where one 

variable is contingent 

 On the values of the other variable.  

independent and dependent variables 

 

 

3.4. Analysis of Data: 

The data collected may or may not in numerical form. Even 

if data is not in numerical form still we can carry out qualitative 

analysis based on the experiences of individual participants. 
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When data is collected in numerical form than through 

descriptive statistics findings can be summarized. This includes 

measure of central tendency like mean range etc. Another way 

to summarized finding is by means of graphs and charts. In any 

of the research study there is experimental hypothesis or null 

hypothesis one the basis of data of both hypothesis, various test 

have been devised to take decision. Where decision is taken on 

the basis statistical test, it is subject to error, and such correct 

decision is difficult. But some standard procedures followed to 

arrived at proper decision. 

Analysis involves estimating the values of unknown parameters 

of the population and testing hypothesis for drawing inferences. 

The processing of data includes various operations which will be 

explained here. 

Data Analysis and Interpretation 

 

 

 

 

 

 

 

 

 

Identification of the Problem 

Enter Data 

Research Design 

Data Collection 
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3.4.1. Data interpretation is a crucial step in research. Data 

should not be studies in isolation of all factors which might 

influence the origin of the data. Any decision taken needs a 

holistic overview of paraphernalia factors associated with the 

subject in concern. 

The data which is collected for the purpose of the study 

itself cannot several any things. This being a raw data it is 

required to process and analyzed in order to have desired result. 

The data which is collected cannot be directly use for making 

analysis. Before analysis data is requires to be processed. 

3.4.2. Data processing is a crucial stage in research. After 

collecting the data from the field, the researcher has to process 

and analyze them in order to arrive at certain conclusion which 

may confirm or invalidate the hypothesis which he had 

formulated towards the beginning of his research worth. The 
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mass of data collected during the field work is to be processed 

with a view to reducing them to manageable proportions. The 

processing of data includes editing, coding, classification and 

tabulation. The data which is collected is analyze with an object 

checking of data, and reducing this data into manageable 

proportions. Data collected should be organized in such way so 

that table charts can be prepared for presentation. The 

processing of data includes various operations which will be 

explained here. 

3.4.3. Meaning of Interpretation: 

Interpretation refers to the task of drawing inferences from the 

collected facts after an analytical and/or experimental study. In 

fact, it is a search for broader meaning of research findings. The 

task of interpretation has two major aspects viz., 

(i) the effort to establish continuity in research through linking 

the results of a given study with those of another, and 

(ii)  The establishment of some explanatory concepts. “In one 

sense, interpretation is concerned with relationships within 

the collected data, partially overlapping analysis. 

Interpretation also extends beyond the data of the study to 
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include the results of other research, theory and 

hypotheses. 

 Thus, interpretation is the device through which the factors that 

seem to explain what has been observed by researcher in the 

course of the study can be better understood and it also provides 

a theoretical conception which can serve as a guide for further 

researches. 

3.4.4. Technique of Interpretation: 

The task of interpretation is not an easy job, rather it requires a 

great skill and dexterity on the part of researcher. Interpretation 

is an art that one learns through practice and experience. The 

researcher may, at times, seek the guidance from experts for 

accomplishing the task of interpretation. 

The technique of interpretation often involves the following 

steps: 

1) Researcher must give reasonable explanations of the 

relations which he has found and he must interpret the lines 

of relationship in terms of the underlying processes and 

must try to find out the thread of uniformity that lies under 

the surface layer of his diversified research findings. In 
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fact, this is the technique of how generalization should be 

done and concepts be formulated. 

2) Extraneous information, if collected during the study, must 

be considered while interpreting the final results of research 

study, for it may prove to be a key factor in understanding 

the problem under consideration. 

3) It is advisable, before embarking upon final interpretation, 

to consult someone having insight into the study and who is 

frank and honest and will not hesitate to point out 

omissions and errors in logical argumentation. Such a 

consultation will result in correct interpretation and, thus, 

will enhance the utility of research results. 

4) Researcher must accomplish the task of interpretation only 

after considering all relevant factors affecting the problem 

to avoid false generalization. He must be in no hurry while 

interpreting results, for quite often the conclusions, which 

appear to be all right at the beginning, may not at all be 

accurate. 

3.5. Hypothesis: 

A supposition or proposed explanation made on the basis of 

limited evidence as a starting point for further investigation.One 
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simply means a mere assumption or some supposition to be 

proved or disproved. But for a researcher hypothesis is a formal 

question that he intends to resolve. Thus a hypothesis may be 

defined as a proposition or a set of proposition set forth as an 

explanation for the occurrence of some specified group of 

phenomena either asserted merely as a provisional conjuncture 

to guide some investigation or accepted as highly probable in the 

light of established facts. Quite often a research hypothesis is a 

predictive statement, capable of being tested by scientific 

methods, that relates an independent variable to some dependent 

variable. For example, consider statements like the following 

ones: 

 “Students who receive counselling will show a greater 

increase in creativity than students not receiving counselling” Or 

“The automobile A is performing as well as automobile B.” 

These are hypotheses capable of being objectively verified and 

tested. Thus, we may conclude that a hypothesis states what we 

are looking for and it is a proposition which can be put to a test 

to determine its validity. 

3.5.1 Characteristics of hypothesis:Hypothesis must possess 

the following characteristics: 
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 Hypothesis should be clear and precise. If the hypothesis is 

not clear and precise, the inferences drawn on its basis 

cannot be taken as reliable. 

 Hypothesis should be capable of being tested.  

 Hypothesis should state relationship between variables, if it 

happens to be a relational hypothesis. 

 Hypothesis should be limited in scope and must be specific. 

A researcher must remember that narrower hypotheses are 

generally more testable and he should develop such 

hypotheses. 

 Hypothesis should be stated as far as possible in most 

simple terms so that the same is easily understandable by 

all concerned. But one must remember that simplicity of 

hypothesis has nothing to do with its significance. 

 Hypothesis should be consistent with most known facts i.e., 

it must be consistent with a substantial body of established 

facts. In other words, it should be one which judges accept 

as being the most likely. 

 Hypothesis should be amenable to testing within a 

reasonable time. One should not use even an excellent 
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hypothesis, if the same cannot be tested in reasonable time 

for one cannot spend a life-time collecting data to test it. 

 Hypothesis must explain the facts that gave rise to the need 

for explanation.  

3.5.2 Basic Concepts Concerning Testing Of Hypotheses 

Basic concepts in the context of testing of hypotheses need to be 

explained. 

 

 

 

 

3.5.3 Null hypothesis and alternative hypothesis: 

In the context of statistical analysis, we often talk about 

null hypothesis and alternative hypothesis. If we are to compare 

method A with method B about its superiority and if we proceed 

on the assumption that both methods are equally good, then this 

assumption is termed as the null hypothesis. As against this, we 

may think that the method A is superior or the method B is 

inferior, we are then stating what is termed as alternative 

hypothesis. The null hypothesis is generally symbolized as H0 

and the alternative hypothesis as Ha. 
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 Suppose we want to test the hypothesis that the population 

mean (µ) is equal to the hypothesized mean (µ H0) = 100. 

Then we would say that the null hypothesis is that the 

population mean is equal to the hypothesized mean 100 and 

symbolically we can express as:  

H0: µ =µ H0 = 100 

If our sample results do not support this null hypothesis, we 

should conclude that something else is true. What we conclude 

rejecting the null hypothesis is known as alternative hypothesis. 

In other words, the set of alternatives to the null hypothesis is 

referred to as the alternative hypothesis. If we accept H0, then 

we are rejecting Ha and if we reject H0, then we are accepting 

Ha. For H0: µ =µ H0 = 100 we may consider three possible 

alternative hypotheses as follows. 

Alternative 

hypothesis 

To be read as follows 

Ha :  µ ≠µ H0 (The alternative hypothesis is that the 

population mean is not 

equal to 100 i.e., it may be more or less 

than 100) 
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Ha :  µ >µ H0 (The alternative hypothesis is that the 

population mean is greater than 100) 

Ha :  µ <µ H0 (The alternative hypothesis is that the 

population mean is less 

than 100) 

 

The null hypothesis and the alternative hypothesis are 

chosen before the sample is drawn (the researcher must avoid 

the error of deriving hypotheses from the data that he collects 

and then testing the hypotheses from the same data). In the 

choice of null hypothesis, the following considerations are 

usually kept in view: 

i.Alternative hypothesis is usually the one which one 

wishes to prove and the null hypothesis is the one which 

one wishes to disprove. Thus, a null hypothesis 

represents the hypothesis we are trying to reject, and 

alternative hypothesis represents all other possibilities. 

ii.If the rejection of a certain hypothesis when it is actually 

true involves great risk, it is taken as null hypothesis 

because then the probability of rejecting it when it is true 

is (the level of significance) which is chosen very small. 
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iii.Null hypothesis should always be specific hypothesis 

i.e., it should not state about or approximately a certain 

value. 

Generally, in hypothesis testing we proceed on the basis of 

null hypothesis, keeping the alternative hypothesis in view. Why 

so? The answer is that on the assumption that null hypothesis is 

true, one can assign the probabilities to different possible sample 

results, but this cannot be done if we proceed with the 

alternative hypothesis. Hence the use of null hypothesis (at times 

also known as statistical hypothesis) is quite frequent. 

3.5.4 The level of significance: This is a very important concept 

in the context of hypothesis testing. It is always some percentage 

(usually 5%) which should be chosen with great care, thought 

and reason. In case we take the significance level at 5 per cent, 

then this implies that H0 will be rejected when the sampling 

result (i.e., observed evidence) has a less than 0.05 probability of 

occurring if H0 is true. In other words, the 5 per cent level of 

significance means that researcher is willing to take as much as 

a 5 per cent risk of rejecting the null hypothesis when it (H0) 

happens to be true. Thus the significance level is the maximum 
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value of the probability of rejecting H0 when it is true and is 

usually determined in advance before testing the hypothesis. 

3.5.5 Decision rule or test of hypothesis: Given a hypothesis 

H0 and an alternative hypothesis Ha, we make a rule which is 

known as decision rule according to which we accept H0 (i.e., 

reject Ha) or reject H0 (i.e., accept Ha). For instance, if (H0 is 

that a certain lot is good (there are very few defective items in it) 

against Ha) that the lot is not good (there are too many defective 

items in it), then we must decide the number of items to be 

tested and the criterion for accepting or rejecting the hypothesis. 

We might test 10 items in the lot and plan our decision saying 

that if there are none or onlyb1 defective item among the 10, we 

will accept H0 otherwise we will reject H0 (or accept Ha). This 

sort of basis is known as decision rule. 

3.5.6 Type I and Type II errors: In the context of testing of 

hypotheses, there are basically two types of errors we can make. 

We may reject H0 when H0 is true and we may accept H0 when 

in fact H0 is not true. The former is known as Type I error and 

the latter as Type II error. In other words, Type I error means 

rejection of hypothesis which should have been accepted and 

Type II error means accepting the hypothesis which should have 
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been rejected. Type I error is denoted by α (alpha) known as  α 

error, also called the level of significance of test; and Type II 

error is denoted by β (beta) known as β error. In a tabular form 

the said two errors can be presented as follows: 

 Decision 

Accept H0 Reject H0 

H0 (true) 
Correct 

Decision 

Type I error 

(α error) 

H0 (false) 
Type II error 

(β error) 

Correct 

Decision 

 

The probability of Type I error is usually determined in advance 

and is understood as the level of significance of testing the 

hypothesis. If type I error is fixed at 5 per cent, it means that 

there are about 5 chances in 100 that we will reject H0 when H0 

is true. We can control Type I error just by fixing it at a lower 

level. For instance, if we fix it at 1 per cent, we will say that the 

maximum probability of committing Type I error would only be 

0.01. 

But with a fixed sample size, n, when we try to reduce 

Type I error, the probability of committing Type II error 
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increases. Both types of errors cannot be reduced 

simultaneously. There is a trade-off between two types of errors 

which means that the probability of making one type of error 

can only be reduced if we are willing to increase the probability 

of making the other type of error. To deal with this trade-off in 

business situations, decision-makers decide the appropriate level 

of Type I error by examining the costs or penalties attached to 

both types of errors. If Type I error involves the time and trouble 

of reworking a batch of chemicals that should have been 

accepted, whereas Type II error means taking a chance that an 

entire group of users of this chemical compound will be 

poisoned, then in such a situation one should prefer a Type I 

error to a Type II error. As a result one must set very high level 

for Type I error in one’s testing technique of a given 

hypothesis.2 Hence, in the testing of hypothesis, one must make 

all possible effort to strike an adequate balance between Type I 

and Type II errors. 

3.6. Statistical Package for Social Science (SPSS) 

Introduction: SPSS is a software package used for conducting 

statistical analysis, manipulating data, and generating table and 
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graphs that summarize data. SPSS performs statistical analysis 

range from basic descriptive statistics, such as average and 

prevalence, to advanced inferential statistical, such as regression 

model, analysis of variance (ANOVA), factor analysis etc. SPSS 

also contains several tools for manipulating data, including 

functions for recording data, macros programming on visual 

basic editor, merging data, and aggregating complex data sets.  

SPSS stands for Statistical Package for the Social Sciences 

 SPSS Incorporated is leading worldwide provider of 

predictive analytics software and solutions. 

 First version of SPSS was released in 1968, after being 

developed by Norman H. Nie, Dale H. Bentand C. Hadlai 

Hull.  

 The company announced on July 28, 2009 that it was being 

acquired by IBM for US$1.2 billion. 

 Company Logo SPSS is now owned by IBM. 

 Between 2009-10 the prime Vender of SPSS was called 

PASW (Predictive Analytics Software) 
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 IBM SPSS Statistics 21.0 – Released on August 2012 

Latest version 

 Compare groups to determine if there are significant 

differences between these groups example t-test, ANOVA 

etc. 

 Examine Relationships between variables example 

correlation, regression, factor analysis etc. 

 Describe data using descriptive statistics example 

frequency, mean, minimum and maximum.  

3.6.1 Features and Benefits 

 For Small And Medium Enterprises (SME)  

 Resources & best practices.  

 Techniques for cleaning data.  

 Access Data in Relational Databases.  

 For Large Scale Enterprises (LSE)  

 Real time processing and online mapping. 

 Online Database connectivity different networks.  
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 Data import & export data from different medium like 

SAS, Statistics.  

 Compliances and Validations.  

3.6.2Strengths  

 Very robust statistical software  

 Many complex statistical tests available 

 Good “stats coach” help with interpreting results  

 Easily and quickly displays data tables  

 Can be expanded Using the syntax feature , Purchasing 

add-ins  

3.6.3 Limitations  

 Can be expensive  

 Not intuitive to use  

 Typically requires additional training to maximize features 

(at a cost)  

 Graphing feature not as simple as Excel  

Short Questions 
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1. Define nominal and ordinal scale  

2. Explain how SPSS is useful in Analysis of data. 

3. Likert scale 

4. Univariate 

5. Level of significance  

6. Tabulation 

7. Null hypothesis  

 

 

 

Essay Questions 

1. Explain the concept of editing, coding and tabulation in 

detail 

2. Discuss the role of SPSS in data analysis  

3. Discuss various techniques used in data analysis 

4. Explain briefly the testing of hypothesis 

5. What is tabulation?  Explain editing and coding 

6. The procedure of testing hypotheses. 

7. Explain the advantages of using SPSS package 

8. Define scaling?  Explain different types of scales  
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9. What is hypothesis?  Explain the process of testing 

hypotheses.  

10. How we use SPSS in analysis and interpretation of a 

study  

 

 

 

 

 

 

 

Unit– IV: Multivariate Analysis 

4.1. Advanced Techniques for Data Analysis 

4.2. ANOVA, 

 4.3. Discriminate Analysis,  

4.4. Factor Analysis, 

4.5. Clustering Techniques, 

4.6. Report Writing. 
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4.1. Multivariate Analysis (MVA) orAdvanced Techniques 

for Data Analysis: 

 This is exactly what Multivariate analysis is all about. 

So, analysis of multiple variables simultaneously would 

result in a better picture to arrive at inferences instead of 

multiple uni-variate analyses done with the individual 

variables. Statistical Techniques that simultaneously analyze 

multiple measurements of the observed variables are known 

as Multivariate analysis (MVA). We may perform MVA by 

using multiple variables in a single relationship or in 

multiple relationships. In a truly multivariate scenario, all 

variables must be random in nature, be inter-related and 

cannot be interpreted in isolation. Now, let us remember this 

example involving the variables for computing the fuel 

efficiency since we would be referring to the variables 

mentioned in the example more than once in this session.  

Since we have been using the term variables, let see 

what we mean by it. Well..... the dictionary says that a 

variable is "an element, feature, or factor that is liable to vary 

or change". It does make sense doesn't it? All the above 
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factors or variables can take different values depending on 

the measurement. For example the value of fuel efficiency 

would change when the values of the influencing variables 

change. So it is justified to call them variables. But the term 

variate is different. A computed single value of a variate 

consists of a set of variables in a linear relationship and each 

variable has an associated weight that is empirically 

determined. We can simply say that a variate result is a 

unitary value that represents a combination of the entire set 

of variables chosen to define the objective of the analysis.  

The choice of the statistical technique depends on the nature of 

research problem or question and the nature of data set. The 

research questions to solve a research gap or problem may be 

related to identifying the degree of relationships among 

variables, checking for significance of group differences, 

predicting of group memberships or structure, or it could be time 

related. In-order to identify associations between two or more 

variables, depending on whether their nature of being parametric 

or non-parametric, correlation and regression or chi-square 

techniques may be adopted. This can be done as a Bivariate 

correlation and regression, multiple correlation and regression, 



151 
 

Canonical correlation, Multiple Discriminant Analysis and Logit 

regression. The bivariate correlation is a good starting point to 

identify the degree of relationship between two continuous 

variables, such as engine capacity fuel efficiency where either of 

them can be treated as a DV and IV as the research question 

may be. But bi-variate regression would require one of them to 

be defined as the DV and the other as the IV. Although these are 

not multivariate techniques they form the basis of the MVA and 

are part of the General Linear Model (GLM). 

4.1.1. Classification of Multivariate analysis 

Multivariate analysis can be classified as  

4.1.2. Dependence techniques (used when there is one or 

more dependent variable and independent variables. Eg. 

Multiple regression analysis)  

 Multiple regression and multiple correlation  

 Multiple Discriminate Analysis (MDA) and Logistic 

Regression  

 Canonical Correlation Analysis  

 Multivariate Analysis of Variance and Covariance  

 Conjoint Analysis  
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 Structural Equation Modelling (SEM) and Confirmatory 

Factor Analysis (CFA) 

4.1.3. Interdependence techniques (absence of dependent 

or independent variables but involves techniques to 

simultaneously analyse all variables together in the set. Eg. 

Factor analysis)  

 Factor Analysis (both Principal components analysis 

(PCA) and common factor  

 analysis)  

 Cluster Analysis  

 Perceptual Mapping (also called as Multidimensional 

Scaling)  

 Correspondence Analysis 

4.1.4. Nature of data  

The following table gives a summary of the nature of the 

data 

 

 

Name of the Multivariate 

Technique 

 

Nature of the Data 

 DV IV 
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Canonical Correlation  Metric, non-metric  Metric, non-metric  

MANOVA  Metric  Non-metric  

ANOVA  Metric  Non-metric  

MDA  Non-metric  Metric  

Multiple Regression  Metric  Metric, Non-metric  

Conjoint Analysis  Non-metric, Metric  Non-metric  

SEM  Metric  Metric, Non-metric  

(Metrics are measures of quantitative assessment commonly 

used for assessing, comparing, and tracking performance or 

production) 

4.1.5. Some generic tips to perform Multivariate 

Analyses  

While performing MVA on the research problem, it would 

help if the researcher would observe the following tips.  

1. Ensure that both statistical and practical significance exist 

in the research being done.  

2. The sample size should be adequate but neither under 

sized or over sized.  

3. Clearly understand the nature of the data.  

4. Use minimum number of variables in the model to obtain 

the desired results.\  

5. Identify and eliminate errors and  
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6. Ensure a fool-proof validation of the results 

4.2. Analysis of variance (ANOVA): is a collection of 

statistical models and their associated estimation procedures 

(such as the "variation" among and between groups) used to 

analyze the differences among group means in a 

sample. ANOVA was developed by statistician and evolutionary 

biologist Ronald Fisher. 

4.2.1 The ANOVA Test 

An ANOVA test is a way to find out if survey or experiment 

results are significant. In other words, they help you to figure out if 

you need to reject the null hypothesis or accept the alternate hypothesis. 

Basically, you’re testing groups to see if there’s a difference 

between them.  

Examples of when you might want to test different groups: 

 A group of psychiatric patients are trying three different 

therapies: counseling, medication and biofeedback. You 

want to see if one therapy is better than the others. 

 A manufacturer has two different processes to make 

Ceiling fan. They want to know if one process is better than 

the other.  

https://www.statisticshowto.datasciencecentral.com/what-is-statistical-significance/
https://www.statisticshowto.datasciencecentral.com/support-or-reject-null-hypothesis/
https://www.statisticshowto.datasciencecentral.com/what-is-an-alternate-hypothesis/
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 Students from different colleges take the same exam. You 

want to see if one college better performs than the other 

college. 

4.2.2. What Does “One-Way” or “Two-Way Mean 

One-way or two-way refers to the number of independent 

variables (IVs) in your Analysis of Variance test. 

 One-way has one independent variable (with 2 levels). For 

example: brand of cereal, 

 Two-way has two independent variables (it can have multiple 

levels). For example:  

 

 

 

 

 

 brand of cereal, calories. 

Breakfast Cereals 

  

  

Description Serving Calories (kcal) 

Cereals ready-to-eat, corn flakes, plain, 

single brand 
1 cup 360 

https://www.statisticshowto.datasciencecentral.com/independent-variable-definition/
https://www.statisticshowto.datasciencecentral.com/independent-variable-definition/
https://www.statisticshowto.datasciencecentral.com/levels-in-statistics/
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Cereals ready-to-eat, corn, rice, wheat, oats, 

presweetened, with fruit and almonds, single brand 
1.25 cup 383 

Cereals ready-to-eat, corn, whole wheat, rolled oats, 

presweetened, single brand 
0.75 cup 394 

 

4.2.3. What are “Groups” or “Levels?” 

Groups or levels are different groups within the same independent 

variable. In the above example, your levels for “brand of cereal” 

might be Lucky Charms, Raisin Bran, and Cornflakes -a total of 

three levels. Your levels for “Calories” might be: sweetened, 

unsweetened - a total of two levels. 

Let’s say you are studying if an alcoholic support group and 

individual counseling combined is the most effective treatment 

for lowering alcohol consumption. You might split the study 

participants into three groups or levels: 

 Medication only, 

 Medication and counseling, 

 Counseling only. 

Your dependent variable would be the number of alcoholic beverages 

consumed per day. 

https://www.statisticshowto.datasciencecentral.com/independent-variable-definition/
https://www.statisticshowto.datasciencecentral.com/independent-variable-definition/
https://www.statisticshowto.datasciencecentral.com/dependent-variable-definition/
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If your groups or levels have a hierarchical structure (each level 

has unique subgroups), then use a nested (placed or stored one 

inside the other) for the analysis. 

4.2.4. What Does “Replication” Mean? 

It’s whether you are replicating (i.e. duplicating) or (i.e. 

replication. DNA replication is the process by which a double-

stranded DNA molecule is copied to produce two identical DNA 

molecules. Replication is an essential process because, 

whenever a cell divides, the two new daughter cells must 

contain the same genetic information, or DNA, as the parent 

cell) your test(s) with multiple groups. With a two 

wayANOVA with replication, you have two groups and 

individuals within that group are doing more than one thing (i.e. 

two groups of students from two colleges taking two tests). If 

you only have one group taking two tests, you would 

use without replication. 

4.2.5. Types of Tests. 

There are two main types: one-way and two-way. Two-way tests 

can be with or without replication. 
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 One-way ANOVA between groups: used when you want to 

test two groups to see if there’s a difference between them. 

 Two way ANOVA without replication: used when you 

have one group and you’re double-testing that same 

group. For example, you’re testing one set of individuals 

before and after they take a medication to see if it works or 

not. 

 Two way ANOVA with replication: Two groups and the 

members of those groups are doing more than one thing. 

For example, two groups of patients from different 

hospitals trying two different therapies. 

 

 

4.2.6. One Way ANOVA 

A one way ANOVA is used to compare two means from two 

independent (unrelated) groups using the F-distribution. The null 

hypothesis for the test is that the two means are equal. Therefore, 

a significant result means that the two means are unequal. 

Examples of when to use a one way ANOVA 

https://www.statisticshowto.datasciencecentral.com/probability-and-statistics/f-statistic-value-test/#Fdist
https://www.statisticshowto.datasciencecentral.com/probability-and-statistics/null-hypothesis/
https://www.statisticshowto.datasciencecentral.com/probability-and-statistics/null-hypothesis/
https://www.statisticshowto.datasciencecentral.com/probability-and-statistics/statistics-definitions/mean-median-mode/#mean
https://www.statisticshowto.datasciencecentral.com/what-is-statistical-significance/
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 Situation 1: You have a group of individuals randomly split 

into smaller groups and completing different tasks. For 

example, you might be studying the effects of tea on 

weight loss and form three groups: green tea, black tea, 

and no tea. 

 Situation 2: Similar to situation 1, but in this case the 

individuals are split (i.e. break) into groups based on an 

attribute they possess. For example, you might be studying 

leg strength of people according to weight. You could split 

participants into weight categories (obese, overweight and 

normal) and measure their leg strength on a weight 

machine. 

 

 

4.2.7. Limitations of the One Way ANOVA 

A one way ANOVA will tell you that at least two groups were 

different from each other. But it won’t tell you which groups 

were different. If your test returns a significant f-statistic, you 

may need to run an ad hoc test (like the Least Significant Difference test) to 

tell you exactly which groups had a difference in means. 

https://amzn.to/2sQXcxi
https://www.statisticshowto.datasciencecentral.com/how-to-calculate-the-least-significant-difference-lsd/
https://www.statisticshowto.datasciencecentral.com/mean-difference/
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4.2.8. Two Way ANOVA 

A Two Way ANOVA is an extension of the One Way ANOVA. 

With a One Way, you have one independent variable affecting a dependent 

variable. With a Two Way ANOVA, there are two independents. 

Use a two way ANOVA when you have one measurement variable (i.e. 

a quantitative variable) and two nominal variables. In other words, if your 

experiment has a quantitative outcome and you have two 

categorical explanatory variables, a two way ANOVA is appropriate. 

For example, you might want to find out if there is an 

interaction between income and gender for anxiety level at job 

interviews. The anxiety level is the outcome, or the variable 

that can be measured. Gender and Income are the two categorical 

variables. These categorical variables are also the independent 

variables, which are called factors in a Two Way  

The factors can be split into levels. In the above example, 

income level could be split into three levels: low, middle and 

high income. Gender could be split into three levels: male, 

female, and transgender. Treatment groups are all possible 

combinations of the factors. In this example there would be 3 x 

3 = 9 treatment groups. 

https://www.statisticshowto.datasciencecentral.com/independent-variable-definition/
https://www.statisticshowto.datasciencecentral.com/dependent-variable-definition/
https://www.statisticshowto.datasciencecentral.com/dependent-variable-definition/
https://www.statisticshowto.datasciencecentral.com/quantitative-variables-data/
https://www.statisticshowto.datasciencecentral.com/what-are-quantitative-variables-and-quantitative-data/
https://www.statisticshowto.datasciencecentral.com/nominal-ordinal-interval-ratio/
https://www.statisticshowto.datasciencecentral.com/explanatory-variable/
https://www.statisticshowto.datasciencecentral.com/what-is-a-categorical-variable/
https://www.statisticshowto.datasciencecentral.com/what-is-a-categorical-variable/
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4.2.9. Main Effect and Interaction Effect 

The results from a Two Way ANOVA will calculate a main 

effect and an interaction effect. The main effect is similar to a One Way 

ANOVA: each factor’s effect is considered separately. With the 

interaction effect, all factors are considered at the same time. 

Interaction effects between factors are easier to test if there is 

more than one observation in each cell. For the above example, 

multiple stress scores could be entered into cells. If you do enter 

multiple observations into cells, the number in each cell must be 

equal. 

Two null hypotheses are tested if you are placing one observation in 

each cell. For this example, those hypotheses would be: 

H01: All the income groups have equal mean stress. 

H02: All the gender groups have equal mean stress. 

For multiple observations in cells, you would also be testing a 

third hypothesis: 

H03: The factors are independent or the interaction effect does 

not exist. 

An F-statistic is computed for each hypothesis you are testing. 

4.2.10. Assumptions for Two Way ANOVA 

https://www.statisticshowto.datasciencecentral.com/main-effect/
https://www.statisticshowto.datasciencecentral.com/main-effect/
https://www.statisticshowto.datasciencecentral.com/interaction-effect-interacting-variable/
https://www.statisticshowto.datasciencecentral.com/probability-and-statistics/null-hypothesis/
https://www.statisticshowto.datasciencecentral.com/probability-and-statistics/f-statistic-value-test/
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 The population must be close to a normal distribution. 

 Samples must be independent. 

 Population variances must be equal. 

 Groups must have equal sample sizes 

4.3. Multiple Discriminant Analysis (MDA) and Logistic 

Regression Analysis  

If the dependent variable is dichotomous (Yes/No, Men / 

Women) type then MDA is an appropriate technique. The 

independent variables need to be metric data. MDA helps to 

understand group differences and to predict the possibility 

that an observation or object would belong to a specific 

group. In example that we had discussed in MR in the 

previous section, suppose we had data on the engine 

capacity and un-laden weight of about 100 plus cars (that 

run on the same type of fuel) and if we want to class them as 

Big and Small cars then MDA would be a relevant technique.  

Logistic Analysis also known as Logistics regression is a 

combination of MR and MDA. Although the regression 

principle is similar to that of MR, the DV in Logistic 

regression need not be metric as in the case of MR but can be 

https://www.statisticshowto.datasciencecentral.com/what-is-a-population/
https://www.statisticshowto.datasciencecentral.com/probability-and-statistics/normal-distributions/
https://www.statisticshowto.datasciencecentral.com/sample/
https://www.statisticshowto.datasciencecentral.com/probability-and-statistics/variance/
https://www.statisticshowto.datasciencecentral.com/probability-and-statistics/find-sample-size/
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a dichotomous variable as in MDA. Another, distinguishing 

fact of Logistic regression is that it can accommodate both 

metric and non-metric IVs and overlooks the multivariate 

normality assumption 

4.4. Factor Analysis  

The objective of factor analysis is to reduce the number of 

measured variables into meaningful factors (or variates) with 

minimal loss of information. This can either be done by the PCA 

(Principal components analysis) method or by common factor 

analysis. Suppose a prospective car buyer is considering the 

colour of the car, the aerodynamic design, body coloured 

bumpers, height adjustable steering column, driver seat height 

adjustment, touch screen for infotainment, ABS (Anti-lock 

Braking System) and Airbags. If the opinion of the car buyer is 

captured using a 7 point Likert' scale, either PCA or common 

factor analysis may group these eight variables in three groups, 

namely external features (colour of the car, the aerodynamic 

design, body coloured bumpers), internal features (height 

adjustable steering column, driver seat height adjustment, touch 

screen for infotainment) and safety features (ABS and Airbags). 
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So factor analysis helps us to reduce eight variables into three 

meaningful factors (variates). 

4.4.1. Procedure of factor Analysis: 

The relationship of each variable to the underlying factor is 

expressed by the so-called factor loading. Here is an example of 

the output of a simple factor analysis looking at indicators of 

wealth, with just six variables and two resulting factors. 

Variables Factor 1 Factor 2 

Income 0.65 0.11 

Education 0.59 0.25 

Occupation 0.48 0.19 

House value 0.38 0.60 

Number of public parks in neighborhood 0.13 0.57 

Number of violent crimes per year in 

neighborhood 

0.23 0.55 

 The variable with the strongest association to the underlying 

latent variable. Factor 1, is income, with a factor loading of 0.65. 

Since factor loadings can be interpreted like standardized regression 

coefficients, one could also say that the variable income has a 

correlation of 0.65 with Factor 1. This would be considered a 

strong association for a factor analysis in most research fields. 

Two other variables, education and occupation, are also 

http://theanalysisinstitute.com/on-demand-interpreting-even-tricky-regression-coeffcients/
http://theanalysisinstitute.com/on-demand-interpreting-even-tricky-regression-coeffcients/
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associated with Factor 1. Based on the variables loading highly 

onto Factor 1, we could call it “Individual socioeconomic 

status.” 

House value, number of public parks, and number of 

violent crimes per year, however, have high factor loadings on 

the other factor, Factor 2. They seem to indicate the overall 

wealth within the neighbourhood, so we may want to call Factor 

2 “Neighbourhood socioeconomic status.” 

Notice that the variable house value also is marginally important 

in Factor 1 (loading = 0.38). This makes sense, since the value 

of a person’s house should be associated with his or her income. 

4.5. Cluster Analysis  

Cluster analysis is a statistical method used to group similar 

objects into respective categories. It can also be referred to as 

segmentation analysis, organization analysis, or clustering. The 

goal of performing a cluster analysis is to sort different objects 

or data points into groups in a manner that the degree of 

association between two objects is high if they belong to the 

same group and low if they belong to different groups. 
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 In the car example that we have been discussing so far, 

suppose we have the data on engine capacities of about 130 cars. 

The engine capacities range from a minimum of 799 cc to 

2399cc. If we want these 130 cars to be placed in three groups 

namely small, medium and large cars, cluster analysis would be 

a recommended technique. The Cluster analysis algorithm 

places the objects in homogenous groups depending on the 

characteristics specified by the researcher. In our example, the 

cars would be placed in groups based on engine capacity. 

Clustering can be done based on multiple characteristics too. 

Either hierarchical or non-hierarchical clustering procedures 

may be adopted. Basically hierarchical methods could be either 

agglomerative or divisive. The algorithms followed in the 

hierarchical methods are single, complete and average linkage 

methods. The other methods are the Centroid and Ward' 

methods. Alternatively the non-hierarchical clustering popularly 

follows the k-means algorithm and places objects in cluster 

groups once the number of clusters are specified. The decision 

on whether to adopt the hierarchical or non-hierarchical 

procedure depends on the choice of the researcher and the 

problem defined. 
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4.5.1. Common Applications of Cluster Analysis: 

 Marketing: Marketers commonly use cluster analysis to 

develop market segments, which allow for better 

positioning of products and messaging.  Company to better 

position itself; explore new markets, and development 

products that specific clusters find relevant and valuable.   

 Insurance: Insurance companies often leverage cluster 

analysis if there are a high number of claims in a given 

region. This enables them to learn exactly what is driving 

this increase in claims.   

 Education:  What are student groups that need special 

attention?  Researchers may measure psychological, 

aptitude, and achievement characteristics.  A cluster 

analysis then may identify what homogeneous groups exist 

among students (for example, high achievers in all subjects, 

or students that excel in certain subjects but fail in others). 

 Medicine:  What are the diagnostic clusters?  To answer 

this question the researcher would devise a diagnostic 

questionnaire that includes possible symptoms (for 
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example, in psychology, anxiety, depression etc.).  The 

cluster analysis can then identify groups of patients that 

have similar symptoms. 

4.5.2. Three Types of Cluster Analysis: 

There are three primary methods used to perform cluster 

analysis:   

 Hierarchical Cluster: This is the most common method of 

clustering. It creates a series of models with cluster 

solutions from 1 (all cases in one cluster) to n (each case is 

an individual cluster). This approach also works with 

variables instead of cases. Hierarchical clustering can group 

variables together in a manner similar to factor analysis.  Finally, 

hierarchical cluster analysis can handle nominal, ordinal, 

and ratio scale data. But, remember not to mix different 

levels of measurement into your study. 

 K-Means Cluster: This method is used to quickly cluster 

large datasets. Here, researchers define the number of 

clusters prior to performing the actual study. This approach 

https://www.surveygizmo.com/analyzing-data/factor-analysis/
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is useful when testing different models with a different 

assumed number of clusters. 

 Two-Step Cluster: This method uses a cluster algorithm to 

identify groupings by performing pre-clustering first, and 

then performing hierarchical methods. Two-step clustering 

is best for handling larger datasets that would otherwise 

take too long a time to calculate with strictly hierarchical 

methods.  Essentially, two-step cluster analysis is a 

combination of hierarchical and k-means cluster analysis. It 

can handle both scale and ordinal data and it automatically 

selects the number of clusters. 

4.5.3. Process of Cluster Analysis: 

 Step 1: Build and Distribute a Survey: Your survey should 

be designed to include multiple measures of propensity to 

purchase and the preferences for the product at hand. It 

should be distributed to your population of interest, and 

your sample size should be large enough to inform 

statistically-based decisions. 
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 Step 2: Analyze Response Data: It’s considered best 

practice to perform a factor analysis on your survey to 

minimize the factors being clustered. If after your factor 

analysis it’s concluded that a handful of questions are 

measuring the same thing, you should combine these 

questions prior to performing your cluster analysis.  

After reducing your data by factoring, perform the cluster 

analysis and decide how many clusters seem appropriate, 

and record those cluster assignments. You’ll now be able to 

view the means of all of your factors across clusters. 

 Step 3: Take informed opinion: Search through your data to 

identify differences in the means of factors, and name your 

clusters based on these differences. These differences 

between clusters are then able to inform your marketing, 

allowing you to target precise groups of customers with the 

right message, at the right time, in the right manner. 

4.6. Report Writing: 

Research report is considered a major component of the research 

study for the research task remains incomplete till the report has 

been presented or written. As a matter of fact even the most 
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brilliant hypothesis, highly well designed and conducted 

research study, and the most striking generalizations and 

findings are of little value unless they are effectively 

communicated to others. The purpose of research is not well 

served unless the findings are made known to others. Research 

results must invariably enter the general store of knowledge. All 

this explains the significance of writing research report. There 

are people who do not consider writing of report as an integral 

part ofthe research process. But the general opinion is in favor of 

treating the presentation of researchresults or the writing of 

report as part and parcel of the research project. Writing of 

report is the laststep in a research study and requires a set of 

skills somewhat different from those called for inrespect of the 

earlier stages of research. This task should be accomplished by 

the researcher withutmost care; he may seek the assistance and 

guidance of experts for the purpose 

 

4.6.1. Different Steps in Writing Report 

Research reports are the product of slow, painstaking, accurate 

inductive work. The usual steps involved in writing report are: 

1. logical analysis of the subject-matter;  
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2. preparation of the final outline; 

3. preparation of the rough draft; 

4. rewriting and polishing;  

5. preparation of the final bibliography; and 

6. Writing the final draft.  

Though all these steps are self explanatory, yet a brief 

mention of each one of these will be appropriate for better 

understanding. 

1. Logical analysis of the subject matter:It is the first step 

which is primarily concerned with the development of a subject.  

There are two ways in which to develop a subject 

1. Logical: The logical development is made on the basis of 

mental connections and associations between the one thing 

and another by means of analysis. Logical treatment often 

consists in developing the material from the simple possible 

to the most complex structures 

2. Chronological:  Chronological development is based on a 

connection or sequence in time or occurrence. The 

directions for doing or making something usually follow 

the chronological order. 
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2. Preparation of the final outline:It is the next step in writing 

the research report “Outlines are the framework upon which 

long written works are constructed. They are an aid to the 

logical organization of the material and a reminder of the points 

to be stressed in the report.” 

3. Preparation of the rough draft:This follows the logical 

analysis of the subject and the preparation of the final outline. 

Such a step is of utmost importance for the researcher now sits 

to write down what he has done in the context of his research 

study. He will write down the procedure adopted by him in 

collecting the material for his study along with various 

limitations faced by him, the technique of analysis adopted by 

him, the broad findings and generalizations and the various 

suggestions he wants to offer regarding the problem concerned. 

4. Rewriting and polishing of the rough draft:This step 

happens to be most difficult part of all formal writing. Usually 

this step requires more time than the writing of the rough draft. 

The careful revision makes the difference between a mediocre 

and a good piece of writing. While rewriting and polishing, one 

should check the report for weaknesses in logical development 

or presentation. The researcher should also “see whether or not 
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the material, as it is presented, has unity and cohesion; does the 

report stand upright and firm and exhibit a definite pattern, like a 

marble arch? Or does it resemble an old wall of moldering 

cement and loose brick.” In addition the researcher should give 

due attention to the fact that in his rough draft he has been 

consistent or not. He should check the mechanics of writing—

grammar, spelling and usage. 

5. Preparation of the final bibliography:Next in order comes 

the task of the preparation of the final bibliography. The 

bibliography, which is generally included to the research report, 

is a list of books in some way pertinent to the research which 

has been done. It should contain all those works which the 

researcher has consulted.  

The bibliography should be arranged alphabetically and 

may be divided into two parts;  

1. The first part may contain the names of books and 

pamphlets, and  

2. The second part may contain the names of magazine 

and newspaper articles. 

 Generally, this pattern of bibliography is considered convenient 

and satisfactory from the point of view of reader, though it is not 
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the only way of presenting bibliography. The entries in 

bibliography should be made adopting the following order: 

For books and pamphlets the order may be as under: 

1. Name of author, last name first. 

2. Title, underlined to indicate italics. 

3. Place, publisher, and date of publication. 

4. Number of volumes. 

Example 

Kothari, C.R., Quantitative Techniques, New Delhi, Vikas 

Publishing House Pvt. Ltd., 1978. 

For magazines and newspapers the order may be as under: 

1. Name of the author, last name first. 

2. Title of article, in quotation marks. 

3. Name of periodical, underlined to indicate italics. 

4. The volume or volume and number. 

5. The date of the issue. 

6. The pagination. 

Example 

Robert V. Roosa, “Coping with Short-term International Money 

Flows”, The Banker, London, September, 1971, p. 995. 
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The above examples are just the samples for bibliography 

entries and may be used, but one should also remember that they 

are not the only acceptable forms. The only thing important is 

that, whatever method one selects, it must remain consistent. 

6. Writing the final draft:This constitutes the last step. The 

final draft should be written in a concise and objective style and 

in simple language, avoiding vague expressions such as “it 

seems”, “there may be”, and the like ones. While writing the 

final draft, the researcher must avoid abstract terminology and 

technical jargon(special words or expressions used by a 

profession or group that are difficult for others to understand). 

Illustrations and examples based on common experiences must 

be incorporated in the final draft as they happen to be most 

effective in communicating the research findings to others. A 

research report should not be dull, but must enthuse people and 

maintain interest and must show originality. It must be 

remembered that every report should be an attempt to solve 

some intellectual problem and must contribute to the solution of 

a problem and must add to the knowledge of both the researcher 

and the reader. 

Layout of the Research Report 
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Anybody, who is reading the research report, must necessarily 

be conveyed enough about the study so that he can place it in its 

general scientific context, judge the adequacy of its methods and 

thus form an opinion of how seriously the findings are to be 

taken. For this purpose there is the need of proper layout of the 

report. The layout of the report means as to what the research 

report should contain. A comprehensive layout of the research 

report should comprise. 

1. Preliminary pages;  

2. The main text; and  

3. The end matter. Let us deal each point above separately. 

1. Preliminary Pages 

In its preliminary pages the report should carry a title, author 

names and date, followed by acknowledgements in the form of 

‘Preface’ or ‘Foreword’. Then there should be a table of 

contents followed by list of tables, list of charts, list of graphs 

and illustrations so that the decision-maker or anybody 

interested in reading the report can easily locate the required 

information in the report. 

2. Main Text 



178 
 

The main text provides the complete outline of the research 

report along with all details. Title of the research study is 

repeated at the top of the first page of the main text and then 

follows the other details on pages numbered consecutively, 

beginning with the second page. Each main section of the report 

should begin on a new page. The main text of the report should 

have the following sections: 

1. Introduction; 

2.  Statement of findings and recommendations; 

3.  The results; 

4.  The implications drawn from the results; and 

5.   The summary. 

1. Introduction: The purpose of introduction is to introduce 

the research project to the readers. It should contain a clear 

statement of the objectives of research i.e., enough 

background should be given to make clear to the reader 

why the problem was considered worth investigating. A 

brief summary of other relevant research may also be stated 

so that the present study can be seen in that context. The 

hypotheses of study, if any, and the definitions of the major 
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concepts employed in the study should be explicitly stated 

in the introduction of the report. 

 The methodology adopted in conducting the study must be 

fully explained. The scientific reader would like to know in 

detail about such thing:  

 How was the study carried out?  

 What was its basic design?  

 If the study was an experimental one, then what were the 

experimental manipulations?  

 If the data were collected by means of questionnaires or 

interviews, then exactly what questions were asked (The 

questionnaire or interview schedule is usually given in an 

appendix)?  

 If measurements were based on observation, then what 

instructions were given to the observers?  

 Regarding the sample used in the study the reader should 

be told: 

 Who were the subjects?  

 How many were there? 

 How were they selected?  
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All these questions are crucial for estimating the probable limits 

of Generalizations ability of the findings. The statistical analysis 

adopted must also be clearly stated. In addition to all this, the 

scope of the study should be stated and the boundary lines be 

demarcated. The various limitations, under which the research 

project was completed, must also be narrated. 

2. Statement of findings and recommendations:After 

introduction, the research report must contain a statement 

of findings and recommendations in non-technical language 

so that it can be easily understood by all concerned. If the 

findings happen to be extensive, at this point they should be 

put in the summarized form. 

3. Results:A detailed presentation of the findings of the 

study, with supporting data in the form of tables and charts 

together with a validation of results, is the next step in 

writing the main text of the report. This generally 

comprises the main body of the report, extending over 

several chapters. The result section of the report should 

contain statistical summaries and reductions of the data 

rather than the raw data. All the results should be presented 

in logical sequence and spitted into readily identifiable 
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sections. All relevant results must find a place in the report. 

But how one is to decide about what is relevant is the basic 

question. Quite often guidance comes primarily from the 

research problem and from the hypotheses, if any, with 

which the study was concerned. But ultimately the 

researcher must rely on his own judgment in deciding the 

outline of his report. “Nevertheless, it is still necessary that 

he states clearly the problem with which he was concerned, 

the procedure by which he worked on the problem, the 

conclusions at which he arrived, and the bases for his 

conclusions.” 

4. Implications of the results:Toward the end of the main 

text, the researcher should again put down the results of his 

research clearly and precisely. He should, state the 

implications that flow from the results of the study, for the 

general reader is interested in the implications for 

understanding the human behaviour. Such implications 

may have three aspects as stated below: 

a) A statement of the inferences drawn from the present study 

which may be expected to apply in similar circumstances. 
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b) The conditions of the present study which may limit the 

extent of legitimate generalizations of the inferences drawn 

from the study. 

c) The relevant questions that still remain unanswered or new 

questions raised by the study along with suggestions for the 

kind of research that would provide answers for them. 

It is considered a good practice to finish the report with a short 

conclusion which summarises and recapitulates the main points 

of the study. The conclusion drawn from the study should be 

clearly related to the hypotheses that were stated in the 

introductory section. At the same time, a forecast of the probable 

future of the subject and an indication of the kind of research 

which needs to be done in that particular field is useful and 

desirable. 

5. Summary:It has become customary to conclude the research 

report with a very brief summary, resting in brief the research 

problem, the methodology, the major findings and the major 

conclusions drawn from the research results. 

3. End Matter: 

At the end of the report, appendices should be enlisted in respect 

of all technical data such as questionnaires, sample information, 
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mathematical derivations and the like ones. Bibliography of 

sources consulted should also be given. Index (an alphabetical 

listing of names, places and topics along with the numbers of the 

pages in a book or report on which they are mentioned or 

discussed) should invariably be given at the end of the report. 

The value of index lies in the fact that it works as a guide to the 

reader for the contents in the report. 

 

Short Questions 

1. What is multivariate analysis?  Explain 

2. Explain the concept of cluster analysis 

3. Factor analysis 

4. Decision reports  

5. Bibliography  

6. Footnotes 

 

Essay Questions 

1. Discuss the structure of a research report in detail 

2. What is data analysis?  Explain the use of factor analysis in 

data analysis with suitable example.  

3. Define a Research report and explain its purpose. 
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4. What is the purpose of footnotes?  what are the different 

kinds of footnotes 

5. Explain the need and importance of report writing 

6. What is factor analysis?  Explain the procedure.  

7. What is the general structure of a research report 

8. What is cluster analysis?  Explain its procedure. 

9. What are quotations used in a research report?  Explain 

briefly 

10. What points have to  be kept in mind while revising 

the draft  report 

11. What is a Research report?  Explain the format of a 

research report  

12. What is ANOVA? Explain its usage in business 

applications. Also explain the procedure  

 

 

 

 

Unit – V: Business Analytics 

5.1. Evolution of Business Analytics  
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5.2. Master Data Management 

5.3. Data Warehousing 

5.4. Transformation and Up-loading of Data 

5.5. Data Mining  

5.6. Meta Data  

5.7. Data Marts   

5.8. Data Integration  

5.9. OLAP 

5.10. OLTP 

 

5.1. Evolution of Business Analytics: 

 Analytics has been an integral part of a firm's operation since 

early times. However with the passage of time analytics has 

become more Complex and refined and wide in its applications. 

The term ‘business analytics’ has evolved over the period of 

time. 

5.1.1 The decision support system:  emerged in the 1970s and 

was designed to serve the needs of the managers in the 

organization. These systems are captured in the internal 

information through the daily transaction reports on regular 
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reports. Along with this is the systems also capture external data. 

This data is then analyzed using various modeling software. This 

feature also allows the users to work directly and they are 

flexible enough to answer a large number of queries of the users. 

They are interactive systems that allow the user to change 

assumptions, include new data and ask more and more 

questions. The main components of a decision support system 

are a database, a software system and a user interface. 

 

  The growth of the concept of business analytics  

5.1.2. The executive support system: evolves to a higher level 

that supports non-routine decision making. These systems are 

generally used by senior level managers who often have to 

handle non-routine strategic decision making.  These systems 

have the ability to filter, spot and track critical data and thus 
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help the managers make a well informed decision. They became 

popular during the 1980s decade .These systems were superior 

as they had good computing and communicating capabilities that 

was designed to solve not a specific problem but were rather 

capable of solving a wide array of problems.  

 5.1.3. Online Analytical Processing (OLAP): The major 

development in the series of analytical processing was the 

emergence of online analytical processing (OLAP). It allowed 

the organisation to perform analysis along multiple dimensions. 

It is the dynamic synthesis, analysis and consolidation of large 

value of multidimensional data. It enables users to gain a deeper 

understanding and knowledge about various aspects of their 

corporate data through past consistent and interactive access to a 

wide variety of possible views of the data. The same data is 

viewed from different angles with each viewpoint having a new 

interpretation. 

5.1.4. Business Intelligence: the evolution of a better analytical 

capability is, the firm's moved to business intelligence IBM 

researcher Hans Peter Luhn coined the term business 

intelligence and defines business intelligence as “the ability to 

understand the interrelationship of presented facts in such a way 
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as to guide action towards a desired goal” it combined the data 

with the analytical abilities to support better decision making. It 

turns raw data into an actionable form. It involves the process of 

accessing data, formatting it and delivering it inside and outside 

the organization. It makes use of various data mining techniques 

to identify patterns and unearth(to discover something in the 

ground)relationships. It tries to establish a correlation between 

data and Real world objects and there after predictive 

probabilities and trends. 

Some of the applications of business intelligence are: 

  To study the consumer behavior 

  To develop and manage customer relationships 

  To conduct detailed sales analysis and forecast future sales 

  Budgeting and financial planning and forecasting 

  To design effective delivery and supply chain 

  To develop enhanced decision making under risk and 

uncertainty 

  Increase organization’s effectiveness and boost internal 

productivity 

 Business intelligence is an important tool that empowers 

the employees by giving them access to real time analytical 
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and operational data. This increases the work efficiency of 

the employees. With the passage of time business 

intelligence has become more and more specialized and 

from its core emerges the concept of business analytics.  

5.1.5. Business analytics:  business analytics is the use of 

information technology, modeling software on the data to find 

solutions to the problems being faced by the business. It is the 

use of various applications on the large volume of data being 

generated in the organisation to reveal meaningful relationships 

and patterns. It has been defined as “the study of data through 

statistical and operation analysis, the formation of predictive 

models, applications of Optimisation techniques and the 

communication of these results to customers, business patterns 

and executives”.   

1) According to Liberto  and Luo,  business analytics is the “ 

process of transforming data into actions through analysis 

and insights in the context of organisational decision 

making and problem solving” 

2) As per James R Evans “ business analytics is the use of 

data information, technology ,  statistical analysis  

quantitative methods,  mathematical or Computer Based 
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models to help managers gain improved insight about their 

business operations and make a better fact based decisions’ 

Business analytics has found widespread applications in the 

managerial decision making. Some of the areas where decision 

making using analytics as improved are are; 

  Pricing decision 

  Market segmentation 

  Positioning decisions  

  Location decisions  

5.2. Master Data Management  

5.2.1. Meaning of Master Data is the data which refers to Core 

business entities and Organisation uses repeatedly across many 

business processes and Systems. 

Master Data captures the key things that all parts of an 

organisation must agree on both in meaning and in usage. 

Master Data includes the business objectives, definitions, 

classification and terminology that constitute business 

information, consequently Master Data forms the business for 

business Processes. 

5.2.2. Definition of Master Data Management 
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Master Data Management Is a collection of best data 

management practices that coordinate key stakeholders, 

participants and business clients in incorporating the business 

applications, information management methods, And data 

management tools to implement the policies, procedures 

services, and infrastructure to support the capture integration 

and subsequent shared use of accurate timely, consistent and 

complete Master Data. 

5.2.3. List out the Characteristics of good Master Data 

Management System  

In order to successfully manage the Master Data support 

corporate governance and augment business intelligence 

systems The Master Data Management applications must have 

the following characteristics. 

 A metadata management capability for items such as 

business entity Matrixes relationship and hierarchies. 

 A source system management capability to fully cross 

- reference business objects and to satisfy seemingly 

conflicting data ownership requirements. 
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 A data quality function that can find and eliminate 

Duplicate data while ensuring correct data attribute 

superior ship  

 A Data quality interface to assist with preventing new 

errors from entering the System even when data 

entry to outside the Master Data Management 

applications itself. 

 A Continuing data cleansing function to keep the data 

up to date. 

 An integral set off mechanism to create and position 

change information to all connected systems 

 A comprehensive data security system to control and 

monitor data access, update rights and maintain 

change history.  

5.2.4. Advantages of Master Data Management 

 Business concerns how many advantages with the 

maintenance of Master Data Management, the benefits are as 

follows. 

 Increase information quality 
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  Improve business productivity and operational efficiency 

 Improve interoperability 

  Improve governance, regulatory compliance and risk 

   Simplify and accelerate application development 

 Enable consistent reporting and improve decision making 

 Enable comprehensive customer knowledge  

5.3. Data warehousing 

5.3.1. Meaning of data warehouse: A large storage of data 

accumulated from a wide range of sources within a company 

and used to guide management decisions. 

 a data warehouse also known as an enterprise data 

warehouse is a system used for reporting and data analysis and 

is  considered a core component of business intelligence 

5.3.2. Definition of data warehousing: the process of 

constructing and using a data warehouse can be defined as data 

warehousing. A data warehouse is constructed by integrating 

data from multiple heterogeneous sources that support analytical 

reporting, structured and ad hoc queries and decision making. 

Data warehousing involves data cleaning data integration and 

data consolidation.  



194 
 

5.3.3Features of data warehouse: 

1. Subject oriented:  a data warehouse is subject oriented 

because it provides information around a subject rather than 

the organisation’s on-going operations. These subjects can 

be product, customers, suppliers, sale, revenues etc. a data 

warehouse does not focus on the on-going operations, 

rather it focuses on Modelling and Analysis of data for 

decision making. 

2. Integrated: data warehouse is constructed by integrating 

data from Heterogeneous sources such as a relational 

databases, flat files etc.  This integration enhances the 

effective Analysis of data. 

3. Time variant:  the data collected in data warehouse in 

identified with a particular time period. The data in a data 

warehouse provides information from the historical point of 

view. 

4. Non-volatile:  non-volatile means the provides a data is not 

erased when new added to it. A data warehouse is kept 

separate from the operational database and therefore 

frequent changes in operational database is not reflected in 

the data warehouse. 
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 5.3.4. Functions of data warehouse tools. 

1. Data extraction:  involves gathering data from multiple 

heterogeneous sources. 

2. Data cleaning:  involves finding and correcting the errors 

in data. 

3. Data transformation: involves converting the data from 

Legacy format to warehouse format. 

4. Data loading: involves storing, summarising, 

consolidating checking, integrity e building indices and 

partitions. 

5. Repressing:  involves updating from Data sources to 

warehouse.  

5.3.5. Advantages of data warehousing 

Maintenance of data warehouses will yield different benefits to 

the users, which are as follows. 

 Data warehouse maintains data history, even if the source 

transaction systems do not. 

  It integrates data from multiple source systems, enabling a 

Central View across the Enterprise this benefit is always 

valuable, but particularly so when the organisation has 

grown by Merger. 
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 Data warehouse improve data quality, by providing 

consistent codes and descriptions weakening. or even fixing 

bad data. 

 it presents The organisations information consistently 

  Data warehouse provides a single common data model for 

all data of interest regardless of the data’s source. 

5.4. Extraction, transformation, and loading (ETL): 

 Processes are responsible for the operations taking place in the 

background of data warehouse architecture. In a high 

leveldescription of an ETL process, first, the data are extracted 

from the source data stores that can be on-line transaction 

processing (OLTP) or legacy systems, files under any format, 

web pages, various kinds of documents (e.g., spreadsheets and 

text documents) or even data coming in a streaming fashion. 

Typically, only the data that are different from the previous 

execution of an ETL process (newly inserted, updated, and 

deleted information) should be extracted from the sources. 

Secondly, the extracted data are propagated to a special-purpose 

area of the warehouse, called the data staging area (DSA), where 
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their transformation, homogenization, and cleansing take place. 

The most frequently used transformations. 

5.4.Data Mining: Data mining finds it greatest application in 

retail sector. Data mining is a powerful tool in the hands 

of a marketing manager where he can make some general 

observations like spotting the sales trend or perform some 

specific actions like design one to one marketing and 

design personalized messages to engage the customers 

fully with the organisations. 

 

5.5.1The Advantages of Data Mining: 

 Market Segmentation: Identify the common 

characteristics of customers who buy the same products 

from your company 

 Customer churn: Predict which customers are likely to 

leave your company and go to a competitor. 

 Fraud Detection: Identify which transactions are most 

likely to be fraudulent 
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 Direct Marketing: Identify which prospects should be 

included in a mailing list of obtain the highest response rate 

 Interactive Marketing: Predict what each individual 

assessing a web site is most likely interested in seeing 

 Market Basket Analysis: Understand what products are 

services are commonly purchased together 

 Trend Analysis: Reveal the differences between a typical 

customer this month and last 

5.6. Meta data 

  The term Often used in the context of database is ‘meta data’ It 

means data about data. The objects in a database have attributes 

that describe the date. Example the date item ‘name’ can be 

described in terms of the nature of data item, its size, its length 

etc.  All this information about the attributes of the data object is 

called as metadata for example a field by the name of ‘address’ 

exists in the database. This field has been divided into three sub 

fields, namely house number, street name, locality. The 

information about the individual address details is the data 

content of the database. At the same time information about 
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each of these subfields in terms of The Identity, data type, count 

etc.  Is also stored. 

5.7. Data marts 

 A date mart is a subset of data warehouse that contains some of 

the data that is contained in a data warehouse. it is a subject 

oriented database and it generally caters to the needs of the 

middle level managers in an organisation. General different 

department within the Organisation may create these 

departments in Order to have a subset of data specific to their 

department. The data in specific to some user type which makes 

it easy for the user to construct analysis on this.  

5.8. Data integration 

 It is the process of combining data from disparate sources to 

present a Unified of view of data. Generally it involves the 

process of Discovery, cleansing monitoring and transformation 

of data. The objective of data integration is to consolidate the 

data from various sources while still maintaining the integrity 

and quality of data. Generally for any business organisation data 

integration ensures consistent, trusted and reliable real time date. 

5.9. Online Analytical Processing (OLAP): 
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5.9.1 Define OLAP: OLAP stands for online analytical 

processing, which is characterized by relatively low volume of 

transactions. Queries are often very complex and involve 

aggregations. For OLAP systems a response time is an 

effectiveness measure. OLAP applications are widely used by 

data mining techniques. In OLAP database there is aggregated, 

historical data stored in multi-dimensional   schemas. 

 

 

5.9.2. Characteristics of OLAP  

According to business intelligence Limited OLAP Can be 

defined in 5 words Past Analysis of Share Multidimensional 

Information (FASMI)  
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1. Fast:  past means that the system targeted to deliver most 

responses to use within about 5 second, with the simplest 

analysis taking no more than one second and very few 

taking more than 20 seconds. 

2. Analysis: analysis means that the system can cope with any 

business logic and statistical analysis that it relevant for the 

application and other user keep it easy enough for the target 

user. 

3. Share: share means that the system implements the entire 

security requirement for confidentiality and if multiple 

write access is needed, concurrent update location at an 

appropriated level not all applications need uses to write 

data back but for the growing number that do, The system 

should be able to handle multiple updates in a timely secure 

manner. 

4. Multidimensional: multidimensional is the key 

requirement. OLAP system must provide a 

multidimensional conceptual view of the data including 

Full support for hierarchies, as This Certainly the most 

logical way to analyse business and Organisation. 
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5. Information: information is all of the data and derived 

information needed. Wherever it is and however much is 

relevant for the application. We are measuring the capacity 

of various product in terms of how much input data they 

can handle, not how many Giga bytes they take to store it. 

 

 

5.10. Online Transaction Processing (OLTP): 

5.10.1 Define OLTP: OLTP Stands for online transaction 

processing which is characterized by a large number of start 

online transaction (read, insert, update and delete) The main 

purposes for OLTP systems is put on very fast query processing, 

maintaining Data integrity in multi access environment and an 

effectiveness measured by number of transactions per second. 

In OLTP database there is a detailed and current data and 

schema used to store transactional databases in the entity 

model. 
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5.10.2 Kinds of processing in OLTP:  generally the data in an 

OLTP can be processed using any of the 3 methods of batch 

processing, online processing or online validation with batch 

processing  

1. Batch Processing. 

2. Online Transaction Processing and  

3. Online Entry With Batch Processing  

5.10.3. A Comparison of OLTP and OLAP  

Parameters OLTP OLAP 

Purpose Designed for real time business 

operations. 

Designed for analysis of 

business measures by category 

and attributes. 

Source OLTP and its transactions are 

the sources of data. 

Different OLTP databases 

become the source of data for 

OLAP. 

Design DB design is application 

oriented. Example: Database 

DB design is subject oriented. 

Example: Database design 
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design changes with industry 

like Retail, Airline, Banking, etc. 

changes with subjects like sales, 

marketing, purchasing, etc. 

Process It is an online transactional 

system. It manages database 

modification. 

OLAP is an online analysis and 

data retrieving process. 

Characteristic It is characterized by large 

numbers of short online 

transactions. 

It is characterized by a large 

volume of data. 

Method OLTP uses traditional DBMS. OLAP uses the data warehouse. 

Functionality OLTP is an online database 

modifying system. 

OLAP is an online database 

query management system. 

Response time Its response time is in 

millisecond. 

Response time in seconds to 

minutes. 

Usefulness It helps to control and run 

fundamental business tasks. 

It helps with planning, problem-

solving, and decision support. 

Productivity It helps to Increase user's self-

service and productivity 

Help to Increase productivity of 

the business analysts. 

 

Short Questions 

1. Data integration 

2. Scope of business analytics.  

3. Data warehousing 

4. Business analytics  

Essay Questions 
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1. What is data mining?  Explain in detail 

2. Explain the  importance and evolution of Business analytics 

3. Discuss the concept of data mining  

4. Briefly explain the master data management in detail. 

5. Explain the concept of transformation and uploading of 

data. 

6. Difference between of OLTP and OLAP. 
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